
Multidimensional Fourier spectroscopy of semiconductors.
I. Nonequilibrium Green function approach

Kuljit S. Virk* and J. E. Sipe†

Department of Physics and Institute for Optical Sciences, University of Toronto, 60 St. George Street, Toronto, Ontario,
Canada M5S 1A7

�Received 3 October 2008; revised manuscript received 6 July 2009; published 15 October 2009�

We develop a framework for describing the two-dimensional Fourier spectroscopy of semiconductors based
on nonequilibrium Green functions. A perturbative treatment of the electromagnetic field is used to derive a
closed set of differential equations for the multiparticle correlation functions, which take into account the
many-body effects up to the third order in the field. A diagrammatic method is also developed to describe the
driving of the many-body system by the three optical pulses. The method retains all features of the double-
sided Feynman diagrams for bookkeeping the excitation scenario, and complements it by allowing for the
description of interactions as well. Rules for the diagrams are also derived.
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I. INTRODUCTION

Decoherence plays a central role in both fundamental
quantum theory and in applications to quantum information
processing. The phenomenon of decoherence also serves as a
window on the dynamics of complex systems. Among the
richest venues for the study of dynamics of complex inter-
acting systems are semiconductors and their nanostructures.
Optical excitation and probing of these systems with ul-
trashort pulses allows us to study their dynamics at ever de-
creasing time scales. However, this dynamics is so complex
that it has not been fully elucidated experimentally or theo-
retically. This is partly due to the similar time scales of many
interaction processes, which require severe approximations
in theory, and partly due to the limitations of experimental
techniques in separating the different contributions to the sig-
nal.

Two-dimensional Fourier spectroscopy �TDFS�, an ex-
perimental technique that has played a key role in NMR and
molecular chemistry, is now offering exciting prospects for
probing the dynamics of semiconductor systems.1–3 The dis-
tinguishing aspect of this technique is the excitation of the
system by three phase-locked pulses, separated by control-
lable time delays. Their combined effect on the evolution of
the system leads to a signal propagating in a background-free
direction. A measurement of its phase and magnitude allows
one to construct the two-particle correlations. The construc-
tion can then be Fourier transformed, and various excitations
and coherences can be separated spectrally, and spatially via
selecting appropriate directions for the exciting pulses.4 This
unprecedented control over excitations, and extraction of in-
formation from the signal leads to a much more detailed
picture of ultrafast dynamics than previously available.

Experimental probes such as TDFS are perhaps most use-
ful in the weak-field limit, because perturbation theory can
be used to identify the dominant contributions to the signal,
with the nth order susceptibility ��n� of the system describing
the response to an excitation by n pulses. The variations of
the signal as the temporal delays between the pulses are
changed then allows for the extraction of the dependence of
��n� on its different frequency components. Many of the the-

oretical treatments presented to date have relied on density
matrix equations employing phenomenological parameters,
with the solutions often illustrated by double-sided Feynman
diagrams.5 Remarkably powerful in identifying the underly-
ing physical processes, they are not fundamental enough to
allow comparison of detailed many-body theory with experi-
ment.

Of the several approaches to a more fundamental, micro-
scopic theory for ��3� in relation to four-wave mixing,6–9 the
most widely used has been dynamics controlled truncation
�DCT�, which falls in the category of density matrix many-
body theory. It is based on a theorem by Axt and Stahl8 that
relates the expectation value of n electron/hole operators to
the order n in the driving electric field. A severe restriction
on the validity of the theorem is the assumption that the
initial state is a semiconductor ground state of the Hartree-
Fock type. Either a correlated ground state or the presence of
initial carrier densities, both of which are feasible experi-
mentally and often of primary interest, can be handled only
by phenomenological extensions. At the most rigorous level
it is also restricted to coherent dynamics because of the infi-
nite partial summations involved in irreversible dynamics.
An alternate approach developed in the extensive work by
Kira et al.,9 based on cluster expansions, formally circum-
vents all these limitations and in principle offers an exact
theory for a wide class of problems. Yet in practical applica-
tions it involves a truncation in the cluster expansion, often
in a way that does not allow a straightforward comparison
with more phenomenological approaches and does not allow
for the identification of terms particularly of interest for de-
coherence.

The response of a semiconductor to optical pulses has
also been studied within the framework of Green function
theory, with a link between DCT and the Green function
approach established by Kwong et al.10 The work by Schafer
et al.,6 based on a Green function formalism developed from
functional differentiation, is a benchmark in this field. But in
separating the even and odd orders of the field it relies on the
assumption of a slowly varying single pulse, and is not
aimed at extracting a ��3�. With the aim of addressing TDFS
experiments, the approach of Maialle et al.7 involves con-
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structing the ��3� response from electron and hole Green
functions, dressed by Coulomb interactions. While providing
a physical picture of the basic interaction processes, it has
been developed only as far as the assumptions of DCT, with
diagram rules that allow for only bare Coulomb interaction,
assume an initial state of zero density, and stay within a
two-band model of the semiconductor. In addition, any de-
coherence effects are only captured using a set of constant
rates for different quasiparticles.

Here we develop a more general theoretical approach for
constructing the ��n� response, within the framework of non-
equilibrium Green functions. In this initial work we neglect
phonons and restrict ourselves solely to interacting charged
particles in the presence of a lattice potential. The fundamen-
tal entity here is the single-particle Green function G, which
can be used to calculate the charge-current density that is the
source of the signal in a TDFS experiment. In this approach,
which is not restricted to an uncorrelated initial state, the
expansion of the response in terms of susceptibilities ��n� is
accomplished by developing an expansion for changes �G to
G in terms of quantities Xn

�1�, �G=X1
�1�+X2

�1�+X3
�1�+¯,

where each term involves a higher power of the full incident
field. The inevitable hierarchy that arises in many-body
physics here manifests itself in the coupling of the Xn

�1� to
higher correlations Xn

�j�, with j�1. Different dynamical
models are associated with different approximations of this
hierarchy, corresponding to approximations to vertex func-
tions or, equivalently, with sets of diagrams kept in the ex-
pansion of the self-energy. Thus the physics of any adopted
approximations can be identified. We develop a truncation
scheme particularly suited to the perturbative response char-
acteristic of TDFS. This is essential. To treat decoherence
effects properly, we must go beyond treatments of the type of
Schafer et al.6 that include only screened Hartree-Fock
theory, extended to the ladder approximation of a Bethe-
Salpeter equation to account for excitons.

The quantities Xn
�j� satisfy equations of motion that couple

them to each other and to source terms. They also have a
diagrammatic expansion that parallels the kind of double-
sided Feynman diagrams familiar from more phenomeno-
logical approaches. Thus we can establish a link with simpler
treatments, of which ours can be considered a generalization.
Perhaps even most importantly, a new perspective on deco-
herence arises naturally from this work. In many treatments,
decoherence arises in a system interacting with a reservoir,
and appears formally when the reservoir is traced over to
yield a reduced density operator that then characterizes the
results of measurements on the system. The approach pre-
sented here is necessarily much more general since, due to
the indistinguishability of electrons, no formal factorization
of the Hilbert space into “system” and “reservoir” is pos-
sible. Here decoherence as a phenomenon can be associated
with the fact that our experiments are sensitive only to Xn

�1�,
and not to the higher order Xn

�j�, j�1. Experimental conse-
quences of these higher Xn

�j� arise only insofar as they affect
the dynamics of Xn

�1�. While this parallels the simpler situa-
tion where there is a well-defined system and reservoir, and
experimental consequences of the reservoir arise only insofar
as the reservoir affects the dynamics of the reduced density
operator of the system, it offers a broader view and allows

for a richer perspective on what are phenomenologically
called “decoherence effects.” We plan to turn to elaborations
of this perspective in future publications, the first of which is
the paper following �referred to as II hereafter�.

In this first paper we focus on the development of this
approach to Fourier transform spectroscopy based on non-
equilibrium Green functions. In Sec. II we describe the
Hamiltonian, and discuss how we specialize the existing gen-
eral formalism of nonequilibrium Green functions to de-
scribe the nonlinear optical response in TDFS. In Sec. III we
discuss the expansion of �G and address the hierarchy prob-
lem of multiparticle correlations. We end that section with a
derivation of the equations of motion for Xn

�j�. Finally, in Sec.
IV, we develop the diagram method as a general bookkeep-
ing device. We then illustrate the main points of the formal-
ism by determining the TDFS signal �leaving all details to II�
for specific pulse sequence leading to coherence among ex-
citon states. Here we also extend the diagram method as a
tool for building approximate solutions, which is useful at
least in specific cases. In II we present, as a first application
of this approach and a topic of interest in its own right, the
effect of decoherence between optically excited exciton
states. We derive dynamical equations and compare and con-
trast them with those for the interband polarization. Thus II
also identifies some of the main features of the general for-
malism within a specific calculation.

II. THEORETICAL BACKGROUND

A. Hamiltonian

In a two-dimensional Fourier spectroscopy experiment
there are three pulses incident on the target material, which
for the moment we take to be a single quantum well embed-
ded in a semiconductor with a background relative dielectric
constant � that is real and positive. We describe these pulses
classically, and write the electric fields associated with them
as Ea�r , t�, Eb�r , t�, and Ec�r , t�. The total incident field on
the quantum well, with its growth axis taken to be the z axis
and centered at z=0, is then

Einc�r,t� = Ea�r,t� + Eb�r,t� + Ec�r,t� . �1�

Our goal is to calculate the response of the expectation val-
ues of the charge density operator and the current density
operator, ���r , t�� and �J�r , t��, respectively; these will be
perturbed from their equilibrium values in the neighborhood
of the quantum well. These expectation values are then
taken, in the usual semiclassical manner, as the source of the
generated signal Ed�r , t�. The problem is simplified because
the thickness of the quantum well is much less than the
wavelength of light, and the variation of the expectation
value of electromagnetic field in the plane of the quantum
well, which arises because the pulses will not all be normally
incident on the well, will be over distances large compared to
the thickness of the well. Within these approximations, we
argue in Appendix A that we can calculate ��̄�r , t�� and
�J�r , t�� at a given �xoyo�, where the overbar indicates an
average over the lattice spacing, by calculating the response
of a quantum well to a field described by a nominal uniform
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vector potential Anom�t�. That nominal vector potential takes
the value that an effective vector potential actually takes at
�xoyo�, where the effective vector potential is essentially uni-
form along z and includes contributions from the incident
fields and the transverse field from the quantum well itself.
Hence the many-body problem we must address involves the
Hamiltonian

H�t� =
1

2m
� ���

i
� − eAnom�t����r�	†

	���
i

� − eAnom�t����r�	dr +� v0�r��†�r���r�dr

+� �†�r��†�r��v�r − r����r����r�drdr�. �2�

Here v�r� is the Coulomb interaction,

v�r� =
e2

4
�0�r
, �3�

and v0�r� is the periodic potential energy due to the lattice
structure, as modulated by any variations in chemical com-
position that, for example, create the quantum well; the spin-
orbit interaction could be easily included, but has been not
written here for simplicity. By performing the transformation

��r,t� � ��r,t�eieAnom�t�·r/�,

and substituting E�t�=−�Anom /�t, Eq. �2� is rendered in the
form of length-gauge for the electromagnetic coupling,

H�t� = H0 + Hext�t� +� �†�r��†�r��v�r − r����r����r�drdr�,

where

H0 =
− �2

2m
� �†�r��2��r�dr +� v0�r��†�r���r�dr ,

and

Hext�t� = − eE�t� ·� �†�r�r��r�dr

describes the driving of by external electromagnetic field
within the dipole approximation. The Hamiltonian H0 de-
fines a static eigenvalue equation

�−
�2

2m
�2 + v0��,z�	���,z� = E���,z� ,

where �= �x ,y� in which the potential possesses the property
of two-dimensional periodicity in � and confinement in z.
Thus the in-plane wave vector, which we denote by k
= �kx ,ky�, remains a good quantum number. The discrete lev-
els at each k include both the periodicity and the confinement
effects �more physically, a set of bands for each transverse
state of the well�, and we label them with the symbol . Thus
the basis functions are

�r
,k� = u�k;�,z�eik·�, �4�

and we denote the corresponding energies by ���k�, which
allows us to expand the electron field operator as

���,z� = �

� dk

4
2a�k�u�k;�,z�eik·�,

where the eigenfunctions u�k ;� ,z� are appropriately nor-
malized.

Turning now to the coupling with the classical electro-
magnetic field that occurs through Hext�t�, we expand the
coupling in the basis, Eq. �4�, to find

Hext�t� = �
�
� dk

4
2����k,t�a
†�k�a��k� . �5�

Subtleties arise in the calculation of the matrix elements ��
�Refs. 11–13� because the coordinate r does not satisfy the
periodic boundary conditions that the functions
u�k ;� ,z�eik·� satisfy. But those matrix elements have been
shown to be given by the interband dipole matrix elements,
���k�,

���k,t� = −
e

�
E�t� · ���k� ,

for ��, and the intraband connections � �Ref. 11�

� =
e

�
E�t� · �i�k − �� .

Finally, the Coulomb interaction in the above basis takes the
form

H�t� − Hext�t� =
�

2 �
1,. . .,4

� ��
j=1

4
dk j

4
2�V1423�k1,k4;k2,k3�

	a1
† �k1�a4

† �k4�a2�k2�a3�k3� .

It is convenient to write the matrix elements of the Coulomb
potential as

V1423�k1,k4;k2,k3�

=
1

�
� dq

4
2v�q��
ll�

��k1 − k3 − q − l�

	��k2 − k4 − q − l��F1423
ll� �k1,k4;k2,k3� , �6�

where v�q� is the two-dimensional Fourier transform of the
Coulomb potential,

v�q� =
e2

2�0�q
.

The vectors l , l� that are summed over are reciprocal lattice
vectors of the two-dimensional �2D� lattice, and the matrix

elements F1423
ll� �k1 ,k4 ;k2 ,k3� are given by the integral

F1423
ll� �k1,k4;k2,k3�

=� dz� dz�e−q
z−z�
F13
l �k1k3;z�F42

l� �k4k2;z�� , �7�
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F�
l �kk�;z� = �

cell

d�u
��k;�,z�e−il·�u��k�;�,z� . �8�

In Eq. �6�, the terms l�0 or l��0 arise from the conserva-
tion of total crystal momentum, which is only within a recip-
rocal lattice vector. Only for l=0 and l�=0 do they behave in
the form expected in free space. We refrain from imposing
such restrictions here as they have no bearing on the subse-
quent analysis, except for additional rules in the diagram-
matic method to be described at the end of the paper.

Collecting all of the above notation and approximations,
the full Hamiltonian can now be specified as

�−1H�t�  H + Hext�t�

= �

� dk

4
2��k�a
†�k�a�k�

+
1

2 �
1,. . .,4

� ��
j=1

4
dk j

4
2�V1423�k1,k4;k2,k3�

	a1
† �k1�a4

† �k4�a2�k2�a3�k3�

+ �
�
� dk

4
2���k,t�a
†�k�a��k� . �9�

Although the contribution of phonons could be easily added,
it is not included at this stage to avoid unnecessary compli-
cations in the formalism. Even without it we can address
situations with intermediate carrier densities at low tempera-
ture, where the Coulomb interaction is the dominant deco-
herence mechanism.

B. Green functions

If there are multiple quantum wells in the sample, we
follow the strategy of Appendix A to take into account their
interactions. For each quantum well, we calculate the charge
and current densities, ��̄�r , t�� and �J�r , t��, respectively, as
functionals of the field E�t� appearing in Eq. �5� using the
method of Green functions. The single-particle Green func-
tion is defined as

G�12� = − i�TCa�1�a†�2�� . �10�

Here, and in the following discussion, we follow the standard
practice of using numbers to denote a set of arguments not
shown explicitly; thus 1= �k1 , t1 ,1� where t1 is time variable
on the Keldysh contour. If we perform a transformation from
the basis function to real space, then analogously 1= �r1 , t1�.
To denote equal time limits, we define the symbol 1+

= �k1+ , t1
+ ,1+�, where t1

+ stands for infinitesimal advancement
of time variable on the Keldysh contour. The symbol TC
orders the operators on the contour, and the meaning of �O�
for an arbitrary operator, O, is through a trace with a statis-
tical operator �̂ �not to be confused with the single-particle
density matrix�,

�O� =
1

ZC
Tr�O�̂e−iS���� . �11�

The factor ZC is the general generating functional

ZC��� = Tr�TC�̂e
−iS���� , �12�

and

S��� = �
C

d�� drH�a†,a� + �
C

��12�a†�1�a�2� �13�

is defined for an arbitrary bilinear coupling via the bare two-
time external potential ��12�. In the physical limit, ��12�
will depend on a single time and is identified with ���k , t�
of Eq. �5� above, as discussed in Sec. IV. From the defini-
tions of the charge and current densities, we see that

��̄�r,t�� = − ieG�rt;rt+� , �14�

�J�r,t�� = −
e�

2m
lim
r→r�

��rG�rt;r�t+� − �r�G�rt;r�t+�� .

�15�

Thus the self-consistent calculation determines G�12� via the
Hamiltonian �9�. To finally determine the signal in a TDFS
experiment, the quantities ��̄ef f�r , t�� and �Jef f�r , t�� of Eq.
�A9� are then calculated �see Appendix A�, and treated as the
source of the signal. The rest of the paper is devoted to
developing the formal machinery to determine G�12� in the
presence of many-body interactions.

Prior to the introduction of the pulse sequences we as-
sume that the system is in a quasiequilibrium state that
evolves on a time scale much longer than the one associated
with the optical excitation; any photoluminescence that
would appear is neglected. The Green function GQ associated
with this state leads to vanishing signal at the respective
frequencies. We handle the subsequent optical excitation by
writing the full Green function as

G�12� = GQ�12� + �G�12� , �16�

where �G�12� describes the effects of optical excitation, and
will lead to nonvanishing �J�r , t��, and hence to a signal
field. While the defining Eq. �10� introduces G�12� as a func-
tional of the driving field �, G�12�=G�12;��, it is conve-
nient to introduce a self-consistent field UHartree,

UHartree�1,2� =��12� − i� V�13;42�G�43� , �17�

that represents the dressing of the external driving field by
the medium of charges interacting via the bare Coulomb in-
teraction. Here the Coulomb interaction has also been rewrit-
ten with implied delta functions in time,

V�14;23� = V1423�k1,k4;k2,k3���t1 − t3
+���t2

+ − t4���t1 − t2� ,

�18�

to establish a uniform notation with four-point effective in-
teractions below. The change in this self-consistent field due
to the pulses of light is given by

U�12�  UHartree�12� − UQ�12� , �19�

where the self-consistent field in the �quasi-�equilibrium
states is just
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UQ�12� = − i� V�13;42�GQ�43� . �20�

The Dyson equation the Green function satisfies can then be
written in the form

G�12� = G0�12� + G0�11��UQ�1�1��G�1�2�

+ G0�11��U�1�1��G�1�2� + G0�11����1�1��G�1�2� ,

�21�

introducing a self-energy ��1�1��. With this equation in
hand, the strategy now is to treat the basic field U as the
effective field, such that �=��U�. Therefore when written as
a solution to Eq. �21�, G is functionally dependent on U
rather than on �, or in other words G�12;U�=G�12;��U��.
Similarly the self-energy is also taken as a functional of U.

Increasing the effective field from U�34� to U�34�
+�U�34� leads to a change in the Green function from G�12�
to G�12�+�G�12�, where for infinitesimally small �U�34�
we have �G�12�= P�14;23��U�34�, and the functional de-
rivative

P�14;23� 
�G�12�
�U�34�

�22�

is evaluated at U�34�. Hence in the limit of a weak effective
field we have

�G�12� = ��G�12�
�U�34�	QU�34�

+ � �2G�12�
�U�34��U�56�	QU�34�U�56�

+ � �3G�12�
�U�34��U�56��U�78�	QU�34�U�56�U�78�

+ ¯ = P�14;23�U�34� , �23�

where the subscript Q indicates that the functional derivative
is evaluated in the quasiequilibrium state, with U=0, and we
have written

P�14;23� = ��G�12�
�U�34�	Q + � �2G�12�

�U�34��U�56�	QU�56�

+ � �3G�12�
�U�34��U�56��U�78�	QU�56�U�78� + ¯ .

�24�

Despite the fact that one then has to extract an expression for
�G in terms of �, the driving field, at the end of the calcu-
lation, we will see that this approach simplifies the analysis.

Since the use of the expansion �23� for �G�12� in the
expressions �14� and �15� leads to expansions for ��̄�r , t��
and �J�r , t��, ultimately in powers of the driving field, that
expansion constitutes the Green function form of the usual
expansion in nonlinear optics of the response of the system
in increasing powers of the electric field. In a TDFS experi-
ment the signal in the background-free direction will be from
the third term in Eq. �24� when it is used in Eq. �23�. All
three incident pulses will contribute to all the U�ij� and P, of

course, but the signals due to the different combinations of
the pulses will propagate in different directions. For ex-
ample, one contribution to the signal will result from each of
the U�34�, U�56�, and U�78� corresponding to a different
pulse, and it will propagate in the four-wave mixing direc-
tion. Thus in general a contribution to the signal can be iden-
tified as the nonequilibrium response to a probe of a system
excited by pump pulses. The full signal is a sum over all 27
possibilities labeling the three pulses as probe or pump
pulses.

In doped semiconductors, the quasiequilibrium state may
consist of interacting electrons, in equilibrium with the lat-
tice. This is a true equilibrium situation, where the response
of the system depends only on differences in time. In terms
of Wigner variables, �= t1− t2, and t= �t1+ t2� /2, GQ depends
only on �. We may also allow greater flexibility by consid-
ering an unexcited semiconductor that is excited optically to
produce a nonthermal distribution of carriers. In this scenario
GQ�t ,�� depends on t, and this dependence is slowly varying
with respect to the dynamics induced by the subsequent
TDFS excitation. This more complex scenario can be
handled by a multiple-scale expansion in the variable t.

C. Effective two-particleinteraction

Central to this approach are the properties of P�14;23�,
which we identify here. For the derivation of the integral
equations that arise, we refer to the reader to one of a number
of standard references on Green function theory.6,10,14–19 The
quantity P�14;23� satisfies the Bethe-Saltpeter equation
�BSE�,

P�14;23� = G�13�G�42�

+� G�11��G�2�2�I�2��1�6;2�5�P�54;63� ,

�25�

where the effective two-particle interaction,

I�2��1�6;2�5� =
���1�2��
�G�56�

. �26�

Using the diagrammatic notation indicated in Fig. 1, the BSE
equation is sketched in Fig. 2. Since I�2� is one of the basic
objects that will be used in the rest of the paper, we briefly
discuss it here using the diagrams shown in Fig. 3; in Ap-
pendix B we work out the detailed algebraic form that is
captured by those diagrams.

The first diagram indicates the basic interaction between
electrons in interparticle scattering, and corresponds to an
effective Coulomb interaction W�14;23� with a vertex cor-
rection ��14;23�. The effective interaction is defined as the
solution of the integral equation

W�14;23� = V�14;23� − i� V�15;63�P�66�;55��W�5�4;26�� .

�27�

In its diagrammatic form, the incoming and outgoing lines
are attached to W as shown in Fig. 1. The vertex correction
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corrects P�14;23� from its simplest approximation,

P�0��14;23� = G�13�G�42� , �28�

such that the exact P�14;23�=G�11��G�2�2���1�4;2�3�, and

��14;23� = −
�G−1�12�
�U�34�

= ��13���24�

+ T�12�;21��G�1�3�G�42�� , �29�

where we have introduced a T-matrix as the solution of the
integral equation

T�14;23� = I�2��14;23�

+ I�2��12�;21��G�1�5�G�62��T�54;63� ,

�30�

The second and third diagrams of Fig. 3 play a crucial
role in the decoherence process that occurs due to the scat-
tering of an electron from a correlated pair, and we will turn
to them in Sec. III C. The fourth and fifth arise entirely from
�W /�G, and are a precursor for a new scattering channel.
Insight into their nature follows from using an expression for
the self-energy in terms of the T-matrix �or ��, that avoids
explicit reference to the inverse Green function. From the
definition �21� of the self-energy, and those of the vertex
correction �29� and T-matrix �30�, we find

��12� = i� W�13;3�1��G�1�1����1�3�;23�

= i� W�13;21��G�1�3�

+ i� W�13;3�1��G�1�1��T�1�2�;23��G�3�3�G�3�2�� .

�31�

Iterating the coupled Eqs. �26�, �30�, and �31� it becomes
evident that this new channel involves a “horizontal” ladder
series in the self-energy and represents repeated interaction
of the single particle with another particle in the system. By
crossing symmetry15,17 in the exact formulation, this channel
can simply be represented by the same equation as Eq. �30�
but with the effective interaction now acting on 1,3 in
T�14;23�. While optical excitation creates coherence only
between the ground state and an excited state, correlations
such as those underlying dynamical interactions transfer this
coherence to coherence between excited states. As shown in
II, the fourth and fifth diagrams in Fig. 3 are the kind that
describe one such transfer mechanism. The coherences thus
generated, sometimes referred to as Raman coherences,20 de-
cay mainly under the influence of the first three diagrams.
However, the fourth and fifth diagrams also make further
contributions to the dynamics when there is an electron-hole
plasma at reasonably high density regimes, but below the
Mott transition point such that bound electron-hole states
still exist. In this case, they significantly affect the nature of
two-particle interaction.

Finally, the last two diagrams arise from the six-point
function formed by the variational derivative of the T-matrix
itself. The six-point function is reducible, and therefore gen-
erates diagrams in Fig. 3 that are combinations of the two-
and four-point functions. In particular, note that the set of
diagrams is asymmetric in the sense that diagrams that would
be obtained by flipping them upside down are not shown
explicitly. These diagrams do occur, and are contributed pre-
cisely by these last two terms. In an exact formulation these
are guaranteed to occur due to the equivalence of the two
self-energy formulas,

��11��G�1�2� = iW�13;3�+1��P�1�3�+� , �32�

G�11����1�2� = iP�13�;2�+�W�2�3;3�+2� . �33�

Their equality implies that the particle number, and energy
are conserved, which is an important property to build into
approximations. Therefore in an approximate treatment,
which in general picks a finite number of vertex diagrams,
the symmetric diagrams can be included “by hand” and ex-
cluded from any approximations for the six-point function.
This corresponds to including all diagrams of the same to-

FIG. 3. Diagrams for I�2�.

FIG. 1. Graphical symbols for constructing diagrams. Note that
P�14;23�=X�2��14;23�.

FIG. 2. The BSE for four-point function.
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pology �i.e., those which differ only by relabeling external
vertices�. The remaining contribution of �T /�G is then to
used generate scattering channels of topologies beyond those
already included in the �approximate� T-matrix being differ-
entiated.

In general, the vertex correction contains all two-particle
reducible graphs, and represents an infinite number of scat-
tering channels. However, in a given regime of density, tem-
perature, and optical frequencies, only a few will generally
be dominant. Thus any approximation would necessarily
pick a particular analytical form for ��W ,G , P , . . .� as a start-
ing point of the self-consistent calculation. We now turn to
ours.

III. RESPONSE FUNCTIONS FRAMEWORK

A. Susceptibility expansion

Returning to the expression �16� for G�12� and the expan-
sion �23� for its deviation �G�12� from quasiequilibrium, we
can write

�G�12� = �G1 + �G2 + �G3 + ¯ = X�1��12� − XQ
�1��12� .

�34�

In anticipation of some future notation G�12� and GQ�12� are
written as X�1��12� and XQ

�1��12� respectively. For any func-
tion, O, we define

�On =� � �nO

�U�1�1���U�2�2�� ¯ �U�n�n��
�
Q

	U�1�1��U�2�2�� ¯ U�n�n�� . �35�

The quantities �Gn are of fundamental interest in predicting
experimental results. Since they are also central to the for-
malism, we use a separate symbol for them,

Xn
�1��12�  �Gn�12� . �36�

The meaning of the superscript will become clear below. In
the absence of Coulomb interactions, from Eq. �25� we see
that P�14;23�=G�13�G�24�, and constructing the expres-
sions for the X1. . .3

�1� �12� leads to

X1
�1��12� = GQ�13�U�34�GQ�42� , �37�

X2
�1��12� = GQ�13�U�34�X1

�1��42� + X1
�1��13�U�34�GQ�42� ,

�38�

X3
�1��12� = X1

�1��13�U�34�X1
�1��42� + GQ�13�U�34�X2

�1��42�

+ X2
�1��13�U�34�GQ�42� . �39�

That is, the set of three dynamical variables �X1
�1� ,X2

�1� ,X3
�1��

is closed and this system of equations fully captures the dy-
namics of this noninteracting system. In this limit, the coher-
ence between the ground state and a particle-hole pair is
preserved and uniquely determines all higher order correla-
tions. This is not true when Coulomb interactions are
present, which can build nontrivial correlations among the
particles. Then the equations for the variables Xn

�1� involve

quantities Xn
�2��14;23� that become dynamical variables

themselves, where in general for j�1 we put

Xn
�j��1a1� . . . aj−1� ;2a1 . . . aj−1�

 �Xn
�j��1a1� . . . aj−1� ;2a1 . . . aj−1�

=� ��nX�j��1a1� . . . aj−1� ;2a1 . . . aj−1�
�U�1�1�� . . . �U�n�n��

�
Q

	U�1�1�� ¯ U�n�n��

=� XQ
�j+n�U�1�1�� ¯ U�n�n�� , �40�

and where for j�0 it is useful to define X�j+1� and XQ
�j+1� as,

respectively, the 2j-point correlation functions

X�j+1��1a1� . . . aj�;2a1 . . . aj� 
� jG�12�

�U�a1a1�� ¯ �U�ajaj��
,

�41�

evaluated at U�0, and their values at U=0 as

XQ
�j+1��1a1� . . . aj�;2a1 . . . aj�  � � jG�12�

�U�a1a1�� ¯ �U�ajaj��
	
Q

.

�42�

Again, since �Xn
�j� are central to the formalism, we use a

separate symbol, Xn
�j�, for them. Thus Xn

�j� is generally the
contribution to order O�Un� of the deviation X�j�−XQ

�j� of or-
der O�Un�, and

X�j� − XQ
�j�  �X�j� = �

n

Xn
�j�, �43�

of which Eq. �34� is the special case for j=1.
In the presence of Coulomb interactions the Xn

�2� can no
longer be written in terms of the variables �X1

�1� ,X2
�1� ,X3

�1��,
and they acquire a dynamics beyond that implied by simple
factorization �28� of P�14;32� as a product of Green func-
tions. The BSE and the discussion of I�2� above implies that
the Xn

�2� are coupled to the Xn
�3�, and so on. Thus, in the

presence of interactions, the set of dynamical variables ex-
pands to include Xn

�j� for all j=1, . . .�.
At first sight it might seem better to work directly with the

X�j�, since what is required for comparison with experiment
is simply XQ

�4� �see Eqs. �24�, �35�, and �43��. The equations
for X�j� consist of the products of X�j�� for j�� j, and an
interaction of the same order, j, which builds nontrivial cor-
relations and couples them to X�k� for k� j. The factorization
follows from the lengthy but straightforward integral equa-
tions derived in Appendix C for up to j=4, and shown dia-
grammatically in Fig. 4. In these diagrams, the effective in-
teractions I�n� are defined as

I�n��12� . . . . n�;1�2 . . . n� =
�n−1��11��

�G�22�� ¯ �G�nn��
, n� 1.

�44�

of which the I�2� defined earlier Eq. �26� is a special case.
The equations for the six �j=3� and eight �j=4� point corre-
lation functions have a simple combinatorial structure, in

MULTIDIMENSIONAL… . I. NONEQUILIBRIUM… PHYSICAL REVIEW B 80, 165318 �2009�

165318-7



which the correlation function is factorized into all possible
combinations of the lower order correlation functions �Fig.
4�. Diagrams separated into unconnected components repre-
sent the independent evolution of these components. In some
of the diagrams, these components are brought into interac-
tion either by a 4, 6, or 8 point effective interaction I�2�, I�3�,
or I�4�. They arise out of Coulomb interaction, and thus form
an essential part of the many-body physics.

The exact solution of these integral equations yields XQ
�4�,

from which �G can be obtained by integration. However,
such a calculation is prohibitive as it includes immensely
complex nonperturbative effects arising from the summation
of infinite subsets of diagrams. So we abandon this approach
in favor of focusing on the Xn

�j�, which provide the essential
information for comparison with experiment in an alternative
fashion. As we show below in Sec. III C, and in a following
paper, it is possible to derive differential equations for the
Xn

�j� at a chosen level of approximation. Analytically, these
equations of motion �EOM� offer insight by explicitly iden-
tifying the rates of different processes. Numerically, the self-
consistent solution of these equations, via time stepping, al-
lows many nonperturbative effects to be included
automatically. The formulation of the problem is reduced to a
dynamical interplay of the deviations Xn

�j� �see Eq. �43��,
where the rules of the dynamics are specified in the interac-
tions that depend on the quasiequilibrium correlation func-
tions.

We devote the following sections of the paper to these
equations of motion.

B. Hierarchy of correlation functions and its approximate
termination

A first step is the description of the hierarchy coupling the
Xn

�1� of interest Eq. �34� to the Xn
�2�, and the Xn

�2� to the Xn
�3�,

and so on; the identification of approximations that can be
made to truncate the hierarchy; and description of the conse-
quences of this truncation on the properties of the correlation
functions being studied here. That is the goal of this section.

To discuss the hierarchy economically, it is convenient to
extend the definition �30� of T�14;23� to terms involving
higher order derivatives,

T�n��12� . . . n�;1�2 . . . n� =
�n−2T�11��

�U�22�� . . . �U�nn��
, n� 2.

�45�

With this term in hand we will be able to identify the non-
factorizable parts of correlation functions. To illustrate this
we use a schematic notation in which we suppress the argu-
ments of the functions, and discuss the contribution T�n�

makes to X�n�. For n=2, the function T�2� corresponds to the
one-particle irreducible amputated diagrams17–19 comprising
X�2�, i.e.,

GGT�2�GG = X�2� − GG .

Relationships of this type are explained in Appendix D. Dif-
ferentiating with respect to U, we obtain

(b)

(a)

FIG. 4. The BSE’s for six- �X�3�� and eight-point �X�4�� functions. All permutations are shown explicitly. We use a to represent the set
�a ,a�� etc.
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GGT�3�GG = X�3� − 2X�2�G − 4X�2�GGGT�2�,

where the numerical factors indicate the number of terms of
the same topology. The second term on the right-hand side is
unconnected, involving independent propagation of single-
and two-particle correlation functions. The third term is
single-particle reducible since only one leg of X�2� is con-
nected to T�2�. From the graphical six-point BSE �Fig. 4� it is
clear that X�3� is a sum of these two terms and single-particle
irreducible terms. Therefore T�3� must equal single-particle
irreducible contributions to X�3� with four legs amputated.
Similarly, T�4� consists of analogous diagrams for X�4� and so
on. Expressing the correlation functions using T�n� has the
advantage that the trivial effects of independent propagation,
which are strictly determined by lower order correlation
functions already at a given particle order, are removed. Thus
these functionals bring in the fully interacting components at
each order j.

Through the dependence �31� of the self-energy on T�2�,
the functional I�2� contains a contribution from the variational
derivative of T�2� via Eq. �44�, and this derivative is related to
T�3� via Eq. �45�. This particular term is the sum of two
contributions that can be represented schematically by the
following diagrams:

�46�

where the dots represent external vertices, and the solid
circles represent the T�n� as indicated. The number of lines
and dots on the shaded circles equals the number of argu-
ments for the corresponding T�n�, and therefore identify its
superscript n. These two contributions to I�2� both contain the
functional T�3�. When these diagrams are differentiated again
to obtain I�3�, they will bring in a contribution of T�4�, and
thus the hierarchy shown in Fig. 5 ensues. Since T�n� is re-
lated to X�n� by n incoming and outgoing quasiparticles, the
effective interaction I�n� can be viewed as becoming depen-
dent on X�n+1�. This effective interaction in the equation for
X�n� couples it to X�n+1� and results in a parallel hierarchy for

X�n�; the explicit conversion between T�n� and X�n� is shown
in Appendix D up to n=4.

The exact solution has the property that the self-energy, �,
is consistent with all T�n�, which requires summation of all
scattering channels. This means, in particular, that if the
functional derivative of � with respect to G is substituted in
the Eq. �30� for T�2�, then its solution is self-consistent with
the T�2� matrix that � explicitly depends on via Eq. �31�. The
hierarchy necessitates that this hold not just for T�2�, but also
for T�n� on which the self-energy depends implicitly. Any-
thing short of this, and therefore any practical iterative
method of calculation, will break this consistency.21,22

It is instructive to consider how the consistency is broken
in the well-known Kadanoff-Baym approach.14,16 As an ex-
ample, consider the T-matrix for the Bethe-Goldstone
equation,16 which is an example of a conserving approxima-
tion,

Tapprox
�2� = V + VGGTapprox

�2� . �47�

The approximate � is written as �approx=Tapprox
�2� G. The latter

is then differentiated to obtain an algebraic expression,

Iapprox
�2� = Tapprox

�2� +
�Tapprox

�2�

�G
G , �48�

which when substituted in the BSE provides a two-particle
correlation function that obeys conservation laws. However,
the functional Iapprox

�2� is clearly not equal to the kernel, V, in
Eq. �47�, and therefore the complete set of single and two
particle equations is not self-consistent. It also means that
when Iapprox

�2� is used in the BSE, Papprox�14;23� contains scat-
tering in only two pairs of coordinates, namely 12 and 34.
Nonetheless, the diagrams that contribute to �approx ensure
that it is still a functional derivative of some functional, and
this is a sufficient condition for macroscopic conservation to
hold.

In view of the underlying lattice, we do not expect mo-
mentum conservation to hold in solids. The particle number
conservation for G, and the conservation of the total energy,
requires only that the approximate T�2� obey T�2��14;23�
=T�2��41;32�, which can be easily guaranteed by symmetriz-
ing the integral equation for T�2�. These are conditions �A�
and �B� of the classic Kadanoff-Baym paper,16 and if P is
generated from such a G via functional differentiation �22�,
then it inherits these conservation laws from G. These trans-
late into sum rules for conductivities and other quantities that
describe linear response. On the other hand, including scat-
tering between all pairs of external vertices of the correlation
functions, as opposed to just two for Papprox, has important
consequences for the decoherence of many-body states �see
also II�. We therefore follow the latter route below, and will
see that it means losing the ability to make a general state-
ment about sum rules for two, and higher particle correla-
tions.

To proceed we will restrict ourselves to perturbative ex-
pansion in the field up to order 3, i.e., three pulse experi-
ments. In the exact eight-point equation, Fig. 4�b�, the effec-
tive interaction I�4� will depend on T�5� via the diagram,

(b)(a)

FIG. 5. �Color online� Hierarchy of I�n� and T�n� in exact form
�top left� and cut at eight-point level �top right�. The arrows point to
the function that needs as input the function at its tail. The dashed
arrow is the link that is broken in terminating the hierarchy.
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�49�

This diagram is at most contracted with three field-dressed
correlation functions, and when they are all placed on the
T�5�, there remains one vertex exposed on it, which together
with the vertex at the bottom right corner gives a two-point
function that contributes to the self-energy of third order in
the field. It is clear from this diagram that at least one pair of
the external vertices of T�5� is already closed on itself, and
connected to the rest of the self-energy diagram by an inter-
action line. The closure and the accompanying contraction
with the field generates a field-dressed functional, �Tk

�5−k�,
which describes the kth order deviation of T�5−k� from its
quasiequilibrium value. To convince oneself that this is cor-
rect, one need only write the self-energy expression �sup-
pressing the arguments� as, �=WG+WGGGT, �cf. Eq. �31��
and then expand each side of the equation to third order in
field by expanding each quantity as in Eq. �34�. Then one
sees that the contribution �WGGG�Q�T3

�2� in this expansion,
and the expression corresponding to placing all three field
lines on T�5� in the above diagram, have the same form. Thus
we identify the T�5� connected to three field lines with �T3

�2�,
and in general we identify �Tk

�n−k� with a kth order field-
induced deviation in T�n�. Examining the diagrammatic equa-
tions in Fig. 4, and the Dyson equation, we see that they
depend explicitly only on the field-dressed functionals
�T1

�2. . .4�, �T2
�2. . .3�, and �T3

�2�, and the quasiequilibrium func-
tional TQ

�2�. Equivalently we can state this dependence in
terms of the effective interaction IQ

�2�, and the field-induced
deviations in it, �I1

�2. . .4�, �I2
�2. . .3�, and �I3

�2�.
From the above analysis, we see that each term in each of

the BSE’s �Figs. 4�a� and 4�b�� can be written as a product of
Xn

�j� and �In
�j�, or the field-induced deviations in the correla-

tion functions and effective interactions, respectively. The
resulting equations are still exact to all orders in Coulomb
interaction so long as exact expression for �In

�j� is known. In
general such an expression would be dependent upon all Xn

�j�,
and would not be possible to specify in practice. Therefore,
at this point, we introduce an approximation strategy, or phe-
nomenology, into the formalism by demanding that a model
for I�2�, I�3�, and I�4� be specified in a way that these function-
als are written as functions of the correlations X�1. . .3� and W.
Note that none of these quantities has been forced to be at
quasiequilibrium. We thus have

I�j� = I�j��W,X�1�,X�2�,X�3�� . �50�

The arguments of the function I�j� correspond to subgraphs
consisting of a possibly infinite number of diagrams con-
structed out of G and W in the exact I�j�. We treat these
subgraphs as independent objects in the model I�j�. To write

the �model� field-induced deviations �In
�j�, we need the field-

induced deviations in the screened interaction, W. Using Eq.
�27�, it can be written in terms of X�j�, and W via

�W

�U
= W

�X�2�

�U
W = WX�3�W . �51�

We let

�Wn�14;23� =
�nW�14;23�

�U�1̄1̄�� . . . �U�n̄n̄��
U�1̄1̄�� . . . U�n̄n̄�� ,

�52�

which allows us to write �In
�j� as follows:

�I1
�j� = � �I�j�

�W
�
Q

�W1 + � �I�j�

�X�k��X1
�k� �53�

�I2
�j� = � �I�j�

�W
�
Q

�W2 + � �I�j�

�X�k��
Q

X2
�k� + � �2I�j�

�X�k� � X�l��
Q

X1
�k�

X1
�l�

+ � �I�j�

�W
�
Q

�W1 · � �I�j�

�X�k��
Q

X1
�k�, �54�

and so on for larger n. We bring to the reader’s attention the
change in the symbol for derivatives, and its associated
meaning. These derivatives are taken by treating the argu-
ments of the function in Eq. �50� as independent, and a de-
rivative with respect to one argument is taken by holding all
other constant. As a result they do not remove G lines im-
plicit in graphs for X�2� ,X�3� , . . .. In contrast, functional de-
rivatives in Eq. �44� differentiate all arguments with respect
to G and generate new diagrams including those that are
topologically distinct from the ones differentiated. Thus the
above �In

�j� do not couple to an infinite number of correlation
functions; they couple only to the ones on which they explic-
itly depend. Furthermore, in this scheme �In

�j� are not related
to each other by a chain of functional derivatives. In other
words, while a functional derivative of I�j� with respect to G
results in I�j+1�, it does hold in general for the phenomeno-
logical I�j�. In particular we have implicitly set I�5�=0, and
therefore manifestly break the hierarchy, i.e.,

I�j+1� �
�I�j�

�G
. �55�

Substitution of these effective interactions in the BSE’s
forms a coupled set of integral equations, instead of
functional-integrodifferential equations of the exact theory.
Their solution yields a set of correlation functions �Xn

�j��,
which we now treat as fundamental; equations such as Eq.
�23� then hold only approximately. Therefore in this ap-
proach the Kadanoff-Baym method for proving that the con-
servation laws that hold for G also hold for X�2�, X�3�, and so
on is inapplicable.

Furthermore, in the exact theory, all correlation functions
can be computed by functional differentiation of G, and this
is equivalent to the statement that the self-energy can be
expressed as a functional only of G. Clearly, the correlation
functions calculated in the above scheme are no longer con-
nected to G via functional derivatives, and this in turn im-
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plies that the self-energy must be considered a functional of
all the correlation functions upon which the effective inter-
actions depend. Since one can still take quasiequilibrium
self-energy to be a functional of GQ alone, it acquires addi-
tional functional dependence on the deviations. In order to
maintain the structure of the self-energy implied by the
Dyson equation, we write

� = ��GQ,Xn
�1�,Xn

�2�� , �56�

so that it would produce the exact Xn
�1� if the exact �In

�j� were
used. As discussed in the next section, the equations of mo-
tion for Xn

�2� and Xn
�3� show that both these can be considered

functionals of WQ, XQ
�j�, and Xm

�1�. Therefore, if the correlation
functions at quasiequilibrium can all be considered function-
als of GQ, then

� = ��GQ,Xn
�1�� = ��G� . �57�

Thus � continues to be a functional of the nonequilibrium,
but approximate G. This ensures that the nonequilibrium G
calculated from this self-energy will give back the same self-
energy. Thus the optical response, which only involves G
explicitly, can be obtained self-consistently with the self-
energy of the charges in the system.

It remains to determine which models for �In
�j� are admis-

sible, and if one can follow a recipe to construct them. A
formula for the simplest case, �I1

�2�, follows from the BSE
and is discussed below in Sec. III C 2 �see Eq. �103��, but
higher orders in the field are dictated by the particular system
of charges to which the formalism is applied. However, we
list some general rules to take into consideration. First, an
important rule is the symmetry,

I�2��14;23� = I�2��41;32� ,

which is then inherited by the functions Xn
�2�. This symmetry

implies that the two approximate equations of motion for
G�12� for coordinates 1 and 2 are exact conjugates of each
other, and the particle number conservation follows when the
equal time limit is taken.14 We remark that this condition can
be ensured by inspection of an approximate model for I�2�

and symmetrizing it so that channels that are conjugates in
the exact theory do remain conjugate in the approximate
theory. Second, the approximate model must be able to cap-
ture the transient coherence and its subsequent loss. This
coherence is nonlocal in the sense that it can be communi-
cated across a time-lag via within the quasiparticle phase
breaking time. In such a case, it is also necessary that the
dynamic interaction, W, acts on all pairs of a correlation
function symmetrically. That is, for a given correlation func-
tion X�j�, each pair of one incoming and one outgoing line
linked by W be equally weighted with the interaction among
the outgoing and incoming lines. This is in contrast to solv-
ing the BSE in a single channel of ladder series by letting
I�2�=W in Eq. �25�. The explicit demonstration is deferred to
II.

C. Equations of motion

In this section, we derive differential equations in the time
variables of the deviations Xn

�j� in the correlation functions

X�j�. The general strategy is to begin with an integral equa-
tion for X�j� �Figs. 2, 4�a�, and 4�b��, apply a differential
operator to it, and expand each function, O, in the resulting
equation as OQ+�O. The differential equation for Xn

�j� then
follows from the differential operator acting on �X�j�, and the
remaining terms are classified as either couplings or sources.

To show the strategy, we first outline the derivation for
single, and two particle correlation functions, X�1�=G. We
start with the general Dyson equation, writing �=�Q+��,

�G0
−1 − UQ − �Q�G = 1 + �U + ���G ,

and use the quasiequilibrium Dyson equation for GQ to ob-
tain

GQ
−1�11��G�1�2� = ��12� + �U�11�� + ���11���G�1�2� .

Expanding G on both sides as GQ+�G,

GQ
−1�11���G�1�2�

= �U�11�� + ���11����GQ�1�2� + �G�1�2�� . �58�

The inverse function GQ
−1 is a differential operator written

explicitly as

GQ
−1�11�� = �i

�

�t1
− H�1�	��11�� − UQ�11�� − �Q�11�� ,

which yields Eq. �58� as a differential equation. The devia-
tions �G and �� are expanded up to the desired order in the
field, and by matching the terms of like orders we get the
equation of motion for the correlation functions, X1. . .3

�1� �12� in
the first argument. Thus to the first order in U,

GQ
−1�11��X1

�1��1�2� − ��1�11��GQ�1�2� = U�11��GQ�1�2� .

�59�

The self-energy deviation ��1 couples X1
�1� to X1

�2�, and the
equations for these two correlations have to be solved self-
consistently. We will omit the equations for the latter until
the next section. Once a solution is obtained for X1

�j� it can be
substituted into the right hand side of the equation following
from Eq. �58� that is second order in U,

GQ
−1�11��X2

�1��1�2� − ��2�11��GQ�1�2�

= �U�11�� + ��1�11���X1
�1��1�2� . �60�

In both Eqs. �59� and �60�, the left hand side consists of
deviations of the same order in the field as the one being
differentiated by application of GQ

−1, while the right-hand
side consists strictly of the deviations of lower orders. The
left hand generates coupled linear dynamics of Xn

�j�, and the
right hand side acts as a driving force, and we term the latter
the source terms. Similarly, at the third order,

GQ
−1�11��X3

�1��1�2� − ��3�11��GQ�1�2�

= �U�11�� + ��1�11���X2
�1��1�2� + ��2�11��X1

�1��1�2� .

�61�

The nature of the couplings to Xn
�2. . .3� in these equations

depends upon the approximation for the self-energy, which
depends on the models picked for I�j�. We will elaborate on
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these couplings in the subsection below, and discuss the
similar derivation for higher particle orders below.

The next equation in the hierarchy is the four-point BSE
for X�2�= P, and for which we write four equations in the
form,

�GQ
−1 − U − ���P = G + GI�2�P ,

where the operator on the left-hand side acts on one of the
four arguments of P. This provides differential equations for
evolution in each of the four time arguments of P. Again,
expanding quantities on both sides as their quasiequilibrium
value plus a deviation, and making use of the quasiequilib-
rium BSE, we obtain

�GQ
−1 − U − ����P = �G + �GI�2�P + G�I�2�P + GI�2��P .

�62�

Expanding in the order of the field then yields equations for
Xn

�2�, whose detailed form depends on I�j�, and it is left to the
subsections below. Similarly, the equations for �X�3. . .4� can
be written using the BSE in 4b and applying G−1 to each
external vertex. When the operator G−1 is acting on a quasi-
particle diagram, it simply removes it. If it acts on a vertex of
X�2. . .3�, then the BSE for that correlation function is used to
expand the term so that it contains a quasiparticle line at the
vertex. This results in an equation for the time derivative of
X�j�, which is then expanded about the quasiequilibrium point
as shown above to obtain an equation of motion for the de-
viations, Xn

�3�. While the above equations for �G and �P are
derived without diagrams, the different contributions with
proper counting are best determined using the diagrams
where all permutations of the verticies and connections of
the different components are explicit. This is the task to
which we turn in the subsection below.

As we have seen in the case of Xn
�1�, the expansion yields

equations of motion for Xn
�j� consisting of terms that are lin-

ear combinations of Xn
�k�, which are the same order in the

field, and products of Xp
�j�

Xn−p
�j� , which are of the lower order

in the field. Thus one starts by solving for X1
�j�, which are

driven by U only, and then uses these correlations to solve
for X2

�j� and so on. Thus the equations for a given order form
a linear system which are driven by the nonlinear interac-
tions of correlation functions of lower order. The linearity
arises from the perturbative treatment in the field amplitude.
The driving terms would amalgamate with the homogeneous
terms in a nonperturbative treatment leading to a full solution
of the nonequilibrium many-body problem. Such a treatment
is not attempted here.

Before presenting the results it is helpful to visualize the
system of equations in abstract form. This also breaks down
the derivation and presentation of the results into smaller
components. The coefficients and source terms introduced
below will be given in detail in the following two subsec-
tions. To first order in U,

i
�

�t1
X1

�1��12� = M1
�11;1�

X1
�1� + M1

�12;1�
X1

�2� + S1
�1;1�, �63�

i
�

�t1
X1

�2��14;23� = M1
�21;1�

X1
�1� + M1

�22;1�
X1

�2� + M1
�23;1�

X1
�3�

+ S1
�2;1�, �64�

i
�

�t1
X1

�3��146;235� = M1
�31;1�

X1
�1� + M1

�32;1�
X1

�2� + M1
�33;1�

X1
�3�

+ S1
�3;1�, �65�

where the Mn
�j j�;l� describe coupling between the X1

�n�, and
the terms Sn

�j;l� are the sources. Here j j� in the superscript
�left of semicolon� represent the particle order of the corre-
lation functions, l stands for the time argument for which the
differential equation is written, and n is the order in the ex-
ternal field. Here we have explicitly written the equations for
just one time variable. For each X�j�, there are 2j time vari-
ables and therefore 2j such first-order differential equations
defined on the Keldysh contour. The couplings M for one of
the times can be obtained from another by changing the ap-
propriate arguments, and is done almost trivially from the
self-energy diagrams. We will derive explicit forms for M
for only t1, and the relation to rest of the couplings will be
made clear in the process. In the first equation, there is no
explicit appearance of X1

�3�, since the self-energy depends
only on G and P. The third equation is where truncation is
invoked to keep the system exact only up to the eight-point
correlation functions. In the context of the previous section,
we have explicitly neglected the dependence of all I�j� on
X�4�.

To second order we have

i
�

�t1
X2

�1��12� = M2
�11;1�

X2
�1� + M2

�12;1�
X2

�2� + S2
�1;1�, �66�

i
�

�t1
X2

�2��14;23� = M2
�21;1�

X2
�1� + M2

�22;1�
X2

�2� + S2
�2;1�,

�67�

and to third order, there are only the single-particle Dyson
equations,

i
�

�t1
X3

�1��12� = M3
�11;1�

X3
�1� + S3

�1;1�, �68�

whose solution determines the polarization signal that would
be observed. The sum of the coupling terms in each of the
above differential equations map the �Xn

�j�� to itself. We thus
refer to these terms collectively as dynamical maps. While
leaving most of the details to Appendices, we provide an
outline of the derivation of the maps and sources below, and
focus on putting the results in the context of two-dimensional
Fourier spectroscopy.

1. Dynamical maps

In this section, we identify the expressions for the cou-
plings, Mn

�ij;l�. In particular, we will use the diagrammatic
BSE’s to find the contributions to the ��n terms in Eqs.
�59�–�61� above, as well as the analogous terms in the equa-

KULJIT S. VIRK AND J. E. SIPE PHYSICAL REVIEW B 80, 165318 �2009�

165318-12



tions for Xn
�2�. The expansion for �� follows immediately

from Eqs. �C4�–�C6� of Appendix C, where the equation for
the nth order derivative of � is contracted with n factors of U
to obtain ��n. In Figs. 2, 4�a�, and 4�b� we have placed these
terms on the left-hand side where all X�j� functions are con-
nected to the right of effective interaction blobs. Each of
these is contracted with a U on its free pair of vertices. Thus
these diagrams in Figs. 2, 4�a�, and 4�b� yield ��1, ��2, and
��3, respectively. While this prescription provides general
expressions for ��n, we still need expressions for �I�j� for
BSE’s for higher order correlation functions. One strategy is
to leave the equations in the form of Eqs. �59�–�62� above,
and then directly substitute the model effective interactions.
However, the general expressions �26�, �31�, and �44� can be
exploited further to identify contributions of different types
of interactions. The extra effort provides insight into how
��, and �I�j� must couple different Xn

�j� in any model for
effective interactions. Models for effective interactions
would inevitably include only a few scattering channels. In
the following we also discuss the relative importance, in
various quasiequilibrium states, of different scattering chan-
nels appearing explicitly in the general expressions.

To proceed we note that terms such as �In
�j� in higher

order correlation functions can be obtained by expanding the
corresponding BSE’s in a form analogous to Eq. �43�. The
couplings originate from terms containing a single Xn

�j� mul-
tiplied by a function that is evaluated in the quasiequilibrium
state. In the diagrammatic form all n fields are placed on the
same correlation box, X�j�, which convert it into the deviation
Xn

�j−n�.
For the single-particle correlation functions, we have

Mn
�11;1�

Xn
�1� = H�11��Xn

�1��1�2�

+ �W�1��12
1�2�� + K�11;1��12
1�2���Xn
�1��1�2�� ,

�69�

Mn
�12;1�

Xn
�2� = �K�12;1��12
1�4�;2�3���Xn

�2��1�4�;2�3�� .

�70�

Here we have introduced several new quantities,

H�11�� = H�1���11�� + �Q�11�� , �71�

W�1��12
1�2�� = i� WQ�13;3�1���Q�2�3�;2�3�GQ�2�2� ,

�72�

K�11;1��12
1�2�� = i� WQ�13;3�3��GQ�3�1��

	� ���1�3�;2�3�
�X�1��1�2��

�
Q

GQ�2�2� , �73�

K�12;1��12
1�4�;2�3�� = i� WQ�15;5�3��GQ�3�1��

	� ���1�5�;2�5�
�X�2��1�4�;2�3��

�
Q

GQ�2�2�

+ Ke
�12;1��12
1�4�;2�3�� , �74�

which depend only on the quasiequilibrium state. If Coulomb
assisted band-to-band transitions are ignored, the kernel
Ke

�12;l� exists only at even orders in the field, and corresponds
to the variation of the dynamical susceptibility due to the
optical excitation. The deviation in the dynamical potential
has been given in Eqs. �51� and �52�. A part of it contributes
to the source terms, and the part that contributes to the dy-
namical map is

�Wn�14;23�
map

= − iWQ�12�;1�3�Xn
�2��1�4�;2�3��WQ�3�4;24��

�75�

and substituting this in the self-energy expression we obtain

Ke
�12;1��12
1�4�;2�3��

=� WQ�12�;1�7�WQ�3�5;64��GQ�77���Q�7�6;25� .

�76�

Similarly, the maps Mn
�1j;2� are obtained from the adjoint

Dyson equation, and it produces

Mn
�11;2�

Xn
�1� = Xn

�1��12�H�2�2� + �W�2��12
1�2��

+ K�11;2��12
1�2���Xn
�1��1�2�� , �77�

Mn
�12;2�

Xn
�2� = �K�12;2��12
1�4�;2�3���Xn

�2��1�4�;2�3�� .

�78�

The different components are

W�2��12
1�2�� = i� GQ�11���Q�1�3�;1�3�WQ�2�3;3�2� ,

�79�

K�11;2��12
1�2�� = i� GQ�11��

	� ���1�3�;2�3�
�X�1��1�2��

�
Q

GQ�2�3��WQ�3�3;3�2� ,

�80�

K�12;2��12
1�4�;2�3�� = i� G�11��� ���1�5�;2�5�
�X�1��1�4�;2�3��

�
Q

	GQ�2�3��WQ�3�5;5�2�

+ Ke
�12;1��12
1�4�;2�3�� . �81�

For Xn
�2�, the integral form of the equation, without source

terms, is derived in Eq. �E3� of Appendix E. Applying the
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inverse Green function, GQ
−1, to this equation at each of the

four arguments generates the four evolution equations corre-

sponding to the maps Mn
�j j�;l�. From Eq. �E3�, we can now

identify the components of the dynamical maps as follows:

Mn
�22;1�

Xn
�2� = H�11��Xn

�2��1�4;23�

+ GQ�2�2�IQ
�2��12�;2�1��Xn

�2��1�4;2�3�

+ K�22;1��14;23
1�4�;2�3��Xn
�2��1�4�;2�3�� ,

�82�

Mn
�21;1�

Xn
�1� = ���22����1�4� + K�21;1��14;23
1�2���

	Xn
�1��1�2�� , �83�

Mn
�23;1�

Xn
�3� = K�23;1��14;23
1�4�6�;2�3�5��

	Xn
�3��1�4�6�;2�3�5�� . �84�

Due to termination of the hierarchy, the map Mn
�23;1� is set

equal to zero for n�N−2 for O�UN� calculation.
The three kernels K�ij;1� are given by the following ex-

pressions:

K�22;1��14;23
1�4�;2�3��

= GQ
−1�11��� �I�2�r�1�4�;23��

�X�2��1�4�;2�3��
�
Q

�Q�3�4;4�3�

+ K22
e �14;23
1�4�;2�3�� �85�

K�23;1��14;23
1�4�6�;2�3�5��

= GQ
−1�11��� �I�2�r�1�4�;23��

�X�3��1�4�6�;2�3�5��
�
Q

�Q�3�4;4�3� ,

�86�

K�21;1��14;23
1�2��

= GQ
−1�11��GQ�2�2��Q�2�4;2�3�

− GQ
−1�11���PQ

0IQ
�2���1�4�;21��GQ�4�4���Q�2�4;4�3�

− GQ
−1�11���PQ

0IQ
�2���1�2�;23��GQ�3�3���Q�3�4;1�3�

+ GQ
−1�11��� �I�2�r�1�4�;23��

�X�1��1�2��
�
Q

. �87�

The function I�2�r is the reducible interaction,

I�2�r�14;23� = P�0��12�;21��T�2��1�4�;2�3��P�0��3�4;4�3� ,

�88�

and where P�0� has been defined earlier in Eq. �28�. The
partial derivative of I�2�r with respect to X�2� appears in Eq.
�85�, which is ultimately substituted in Eq. �82�. There, in the
last term, it multiplies Xn

�2�, and a yields contribution of the
latter to �In

�2�r via Eq. �54�. This contribution of Xn
�2� to �In

�2�r

is shown diagrammatically in Figs. 6�a� and 6�c�. The middle
terms in Eq. �87� for K�21;1� are necessary to cancel the over-
counting done by the use of I�2�r, and they are obtained by
replacing the quasiparticle arrows attached to one of the four

vertices by Xn
�1�. Their diagrammatic form is shown in Fig.

6�b�. The kernel K�23;1� is obtained by setting the two terms
with six-point correlation functions in I�2� to Xn

�3�. In contrast
to diagrams in Fig. 3, Fig. 6�a� explicitly shows I�2� sym-
metrically, and the substitution of the resulting two-particle
correlation back into the self-energy would ensure that par-
ticle number conservation holds.

The map Mn
�j j�;2� is obtained by acting on the argument 2

in Eq. �E3� by GQ
−1. We obtain

Mn
�22;2�

Xn
�2� = Xn

�2��14;2�3�H�2�2�

+ GQ�11��IQ
�2��1�2�;21��Xn

�2��1�4;2�3�

+ K�22;2��14;23
1�4�;2�3��Xn
�2��1�4�;2�3�� ,

�89�

Mn
�21;2�

Xn
�1� = ���11����2�3� + K�21;1��14;23
1�2���

	Xn
�1��1�2�� , �90�

Mn
�23;2�

Xn
�3� = K�23;1��14;23
1�4�6�;2�3�5��

	Xn
�3��1�4�6�;2�3�5�� . �91�

Here the kernels K�ij;2� are given by

(b)

(a)

(c)

FIG. 6. Contributions of two-particle correlations to the two-
particle EOM.
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K�22;2��14;23
1�4�;2�3��

= � �I�2�r�14�;2�3��
�X�2��1�4�;2�3��

�
Q

GQ
−1�2�2��Q�3�4;4�3�

+ K22
e �14;23
1�4�;2�3�� �92�

K�23;2��14;23
1�4�6�;2�3�5��

= � �I�2�r�14�;2�3��
�X�3��1�4�6�;2�3�5��

�
Q

GQ
−1�2�2��Q�3�4;4�3� ,

�93�

K�21;2��14;23
1�2��

= GQ
−1�2�2�GQ�11���Q�1�4;1�3�

− �PQ
0IQ

�2���14�;2�1��GQ
−1�2�2�GQ�4�4���Q�2�4;4�3�

− �PQ
0IQ

�2���12�;2�3��GQ
−1�2�2�GQ�3�3���Q�3�4;1�3�

+ � �I�2�r�1�4�;23��
�X�1��1�2��

�
Q

GQ
−1�2�2� . �94�

The maps, or equations for the variables 3 and 4, are ob-
tained by exploiting the symmetry condition, X�2��14;23�
=X�2��41;32�. Diagrammatically, this amounts to flipping the
diagrams left to right and then upside down.

The diagrams shown in Figs. 6�a� contribute to Eqs. �82�
and �89�, while those in Fig. 6�b� contribute to Eqs. �83� and
�90�. We now briefly discuss their connection to decoher-
ence. These diagrams originate from those for I�2� shown in
Fig. 3, and discussed briefly at the end of Sec. II C. The
kernel K�22;l�, and the subtracted terms in K�21;l� are shown
diagrammatically in Figs. 6�a� and 6�b�, respectively, but
without the application of GQ

−1. Figure 6�a� shows three
classes of diagrams. The top line shows retarded interaction
in the particle-hole channel in such a way that a full corre-
lation develops between the times this retarded interaction
travels. The term particle-hole channel is meant to describe a
pair of particles antiparallel in time. Thus these diagrams in a
sense measure the state of the correlation both at a creation
and annihilation, or, heuristically, the “bra” and “ket” state of
the two-particle density matrix. The retarded interaction in
fact contains a susceptibility bubble that represents the inter-
action of this composite particle with an external electron,
and traced over this external particle. Taking into account the
propagators in the polarization bubble, we can also view this
term as a three-particle Green function traced over two of its
arguments to form a four-point correlation function. In the
context of transport problems, similar diagrams involving
three-particle functions are also found for treating many-
body correlations for plasmas, and in calculations of dielec-
tric functions.17,18 There the necessity for the three-particle
function arises from a density high enough that three-particle
scattering is important. Here they are important even for a
low density system in order to capture the subtle decoher-
ence effects consistently. Appropriate excitation could put
the system in a superposition of two states, and this super-
position would undergo decoherence due to interactions. Be-
cause these interactions are dynamic, coherence can exist

across a time delay and therefore between the incoming and
outgoing particles of a temporally extended correlation func-
tion. Including all these diagrams on the same footing as the
ladder series has dramatic effects on the calculation of the
decoherence of excitons, as discussed in Sec. II. We also
remark that decoherence in the picture developed so far
arises from partially tracing over correlation functions in the
higher particle Hilbert spaces. The bubble thus represents a
kind of effective bath, and interacting with it the two-particle
correlation can undergo decoherence.

The first two diagrams in the second line of Fig. 6�a�
show the interaction in a particle-hole channel, which starts
at W. This interaction is renormalized to produce the dy-
namic Coulomb interaction, and vertex corrections are in-
serted on both ends to account for self-interaction of the two
different interacting particles. The two diagrams thus show
the field-induced effects on these vertices. From the self-
energy expressions, it follows that the Xn

�2��14;23� joins with
the interaction line at 3,4, and therefore must satisfy 3=4.
The direct contribution of this term to the evolution of exci-
tons thus occurs as field-induced changes in the particle-
particle vertex. Their direct role in decoherence will appear
at higher orders in Coulomb interaction. Finally, the rest of
the four diagrams arise from the field-induced changes in the
dynamical susceptibility. If Coulomb assisted transitions
across the gap can be neglected, then these diagrams do not
contribute directly in the horizontal particle-hole channel in
the dynamical map. They will contribute if a coherence is
present to flip the band type of electron as it travels from the
bottom to top of the diagram. Thus these diagrams will only
appear in the source terms when the calculation is restricted
to the horizontal channel.

2. Source terms

Here we give the source terms at all three orders in the
field in the integral form. They consist of the effective field
U, and corrections arising from the optically induced corre-
lation functions beyond the Hartree one. The sources Sn

�j;l�

have already been identified in the equations of motion cor-
responding to time derivative in the argument l. For brevity,
we will instead give explicit expressions for functions Sn

�j�,
which when acted on by GQ

−1 on the argument l yield Sn
�j;l�,

Sn
�j;l��1 . . . l . . . j ;1� . . . l� . . . j��

= GQ
−1�ll��Sn

�j��1 . . . l� . . . j ;1� . . . l� . . . j�� , �95�

Sn
�j;l���1 . . . l . . . j ;1� . . . l� . . . j��

= Sn
�j��1 . . . l . . . j ;1� . . . l� . . . j��GQ

−1�l�l�� . �96�

The explicit presence of GQ�ll�� and GQ�l�l� in the expres-
sions below makes this operation trivial. Furthermore, this
explicit presence also means that the source terms below
form the leading term in a series solution to the dynamical
Eqs. �63�–�68�.

We have for the first order,
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S1
�1��12� = GQ�11��U�11��GQ�1�2� , �97�

which just describes propagation of free electron and a
valence-band hole generated by the external field. At the sec-
ond order, there start to appear local field corrections beyond
the Hartree level. We denote this modification to U by

Un
�1��12� = U�12��n1 + ��n�12� , �98�

where ��n is the deviation in self-energy that describes all
possible interactions among the pairs generated by n pulses,
and includes contributions from Xm

�j� for m�n only �see dis-
cussion at the beginning of Sec. III C 1�. In general,

��n�12� = WQ�13;3�1���Xn
�1��1�1���Q�1�3�;23�

+ GQ�1�1����n�1�3�;23�� ,

for odd n, and where ��n is the corresponding deviation in
the vertex function. For even n, we also have to include

�W2n�14;23� = − iWQ�15;63�X2n
�2��66�;55��WQ�5�4;26��

− iWQ�15;63��
j=1

n−1

X2n
�2��66�;55���W2�n−j�

	�5�4;26�� ,

where we have used Eq. �51�. Thus we write the second-
order source as

S2
�1��12� = GQ�11��U1

�1��1�1��GQ�1�2��U1
�1��2�2��GQ�2�2� .

�99�

Similarly, the third order source S3
�1� has the analogous form,

S3
�1��12� = GQ�11��U2

�1��1�1��GQ�1�2��U1
�1��2�2��GQ�2�2�

+ GQ�11��U1
�1��1�1��GQ�1�2��U2

�1��2�2��GQ�2�2�

+ GQ�11��U1
�1��1�1��GQ�1�3��U1

�1�

	�3�3��GQ�3�2��U1
�1��2�2��GQ�2�2� . �100�

Next we consider Sn
�2�, which gives rise to the formation of

excitons and the coherence among their states. To the first
order

S1
�2��14;23� = �S1

�1��11��GQ�2�2� + S1
�1�

	�2�2�GQ�11����Q�1�4;2�3� . �101�

To obtain S2
�2�, we contract the eight-point diagrams in

Fig. 4 with two field lines, not connecting two separate cor-
relation functions with a field line; this rule is explained in
the next section. Proceeding in this manner we get the ex-
pression,

S2
�2��14;23� = GQ�11��U1

�1��1�3��GQ�3�1��GQ�2�4��U1
�1�

	�4�2��GQ�2�2��Q�1�4;2�3� + GQ�11��U1
�1�

	�1�1��IQ
�2��1�4�;2�3��X1

�2��3�4;4�3�GQ�2�2�

+ GQ�11��IQ
�2��1�4�;2�3��X1

�2��3�4�;4�3�U1
�1�

	�4�2��GQ�2�2� + GQ�11��U1
�1��1�1���I1

�2�

	�1�4�;2�3��XQ
�2��3�4;4�3�GQ�2�2�

+ GQ�11���I1
�2��1�4�;2�3��U1

�1��2�2��XQ
�2�

	�	3�4;4�3�GQ�2�2� . �102�

Here �I1
�2� is the O�U� variation induced in the effective

interaction, and it can be related explicitly to the inverse
functionals of quasiequilibrium BSE, assuming they exist,

�I1
�2��14;23� = PQ

−1�12�;21��X1
�2��1�4�;2�3��PQ

−1�3�4;4�3�

− �PQ
0�−1�12�;21��P1

0�1�4�;2�3��

	�PQ
0�−1�3�4;4�3� . �103�

Note that the term �I1
�2�

X1
�2� is not present in Eq. �102� be-

cause it implicitly contains a partial summation that forces it
to be a second-order deviation in �, and it has been included
in the dynamical map above. It is now clear that the sources
can be expressed algebraically in a compact form, and can be
understood as successive corrections to the Hartree renor-
malization of the driving field.

We now come back to the point raised earlier �Eq. �57��
that � may be considered a functional of G only. Since all
couplings are linear, they remain functionals of GQ so long as
the quasiequilibrium problem is formulated to ensure that
�Q=�Q�GQ�. Therefore, when the coupled equations are
solved, the solutions are functionals of GQ and whatever
functions the sources depend on. Consider now the solution
of the first-order equations driven by the sources in Eq. �97�,
and Eq. �99� above as well as S1

�3� not shown here explicitly.
The latter is a function of GQ, S1

�1�, and S2
�1�, and by Eq. �99�

it may be considered a function of GQ and U alone. There-
fore all X1

�j� can be considered functionals of GQ and U.
When the sources for the second-order equations are con-
structed, they are always expressible in terms of X1

�j�, and
similarly the third order sources in terms of X1

�j� and X2
�j�.

Consequently, all Xn
�j� can be considered functionals of GQ

and U. Assuming that the dependence of �G on U is invert-
ible, they may in turn be considered functionals of the non-
equilibrium G alone.

IV. EXPERIMENTAL SCENARIOS

A. External and effective fields

The bare source that drives interband coherence is taken
within the dipole approximation, and thus is of the form,

�cv�12� = �cv�k1,t1���t1 − t2���k1 − k2���1�2
, �104�

For convenience we have written the band indices corre-
sponding the arguments of � as subscripts. The subscript c
corresponds to the conduction band, and v to the valence
band. Here �cv�k , t1�=−e�−1��k� ·��t�e−i�t is the effective
amplitude for making the interband transition, and the wave
vector is the same for initial and final state due to negligible
momentum of the optical field: k1=k2=k. The positive fre-
quency component of the electric field ��t�e−i�t is the mac-
roscopic field inside the medium of quantum well with a
dielectric constant different from unity, and with a center
frequency �. The discussion below refers to fields inside the
well �see Appendix A to obtain fields outside the well�.
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This particular identification of bands is useful only for
normal insulators and semiconductors, where there is an en-
ergy gap between the ground state and the lowest excited
state. In the presence of Coulomb interactions, this imposes
restrictions on the solutions of the Dyson equation and thus
the single-particle self-energy. Within the framework of
Green functions, the Dyson equation for the system in ther-
modynamic equilibrium takes the form,

�E − H0�r��G�r,r�;E� −� dr���r,r�;E�G�r�,r;E�

= ��r − r�� . �105�

In general, the solution to this equation consists of isolated,
and perhaps also a continuous, set of poles in the complex
plane. If no poles exist in a finite interval on the real axis �or
close to it�, then that interval may be identified with an en-
ergy gap. The solutions with isolated poles close to the real
axis, and to the right of this gap then define a set of conduc-
tion states in which a quasiparticle can freely propagate over
a time interval corresponding to the imaginary part of the
pole. Similarly isolated poles to the left of the gap in the
complex plane define valence states that are all filled by qua-
siparticles in the ground state. The formal manipulations of
the preceding sections are independent of these consider-
ations, but the restrictions like these are necessary steps in
actual calculations. Without any interaction induced symme-
try breaking, the quasiparticle wave functions will also obey
the lattice symmetry, and a crystal momentum can be asso-
ciated with them. In this sense the description of the semi-
conductor via energy bands survives. Clearly these single-
particle concepts remain useful only at time scales shorter
than the lifetime set by the imaginary self-energy.

Assuming the many-body system to be a semiconductor,
the effective field, U, is given by

U12�k,t1;k,t2� =�cv�k,t1;k,t2��1c�2v −� V13;42
�13;42�

	
�G�43�
��cv�3�4��

�cvk�t3����t3� − t4�� ,

where we have not fixed the band subscripts on U, since in
general, the second term on right-hand side may couple the
interband transitions to each other and to the intraband mo-
tion. This term represents the contribution made by the
change in the Hartree energy of the electron gas due to the
creation of electron-hole pairs. We first consider the modifi-
cation of the interband transitions between the conduction
and the valence bands,

Ucv�k,t1;k,t2� −�cv�k,t1;k,t2�

= −� Vc3;4v�13;42�
�G�43�
��cv�3�4��

�cvk�t3����t3� − t4�� .

By Eqs. �6�–�8�, only the Umklapp processes contribute to
the matrix element Vc3;4v�13;42� close to k=0 �� point�.
This is so because in this region the cell-periodic functions
u�k ;� ,z� can be taken approximately equal to u�0 ;� ,z�,
where the latter belonging to different bands are orthogonal.

If all relevant dynamics is concentrated in a small enough
region around the � point, then the matrix elements of inter-
est involve only u�0 ;� ,z� to a good approximation. In es-
sence the particular Umklapp processes that allow Coulomb
interaction to drive interband transitions can resonate with
optical excitation close to the band edge in general. How-
ever, neglecting that is a good approximation for most prob-
lems of interest, such as exciton dynamics. This also holds
for the intraband terms, Ucc and Uvv because in the response
function �G /�U, they require either an Umklapp process at
the 34 coordinate of V, or a band transition other than the one
driven by the field by the field. Since we only consider Cou-
lomb interaction, the Umklapp process is also the only
choice for the latter that is consistent with the Hamiltonian.
Therefore, we assume that the dielectric function arising
from Eq. �19�, which connects the bare field with the Max-
well field, is unity at band-gap frequencies and diagonal in
band indices. More generally, transitions among subbands,
which can be low in energy, can couple to the low energy
excitations of the charge density and the functions Ucv and
�cv will become substantially different.

B. Analysis via diagrams

In the foregoing we have obtained differential equations
for Xn

�j� that consist of dynamical maps and source terms
driving them. Formally, a series solution to these equations
begins with an integral of the source terms, which corre-
sponds to Sn

�j� in Sec. III C. This approximate solution ne-
glects the couplings. The effect of the couplings can be
treated by iteration. The iteration generates a series of terms
that represent propagation at the external vertices, and inter-
actions among those vertices in all possible ways. A contri-
bution to the solution can be represented diagrammatically to
depict the physical processes it entails. Without interactions,
a finite number of diagrams, namely, the double-sided Feyn-
man diagrams, capture the full solution. With interactions,
the set of such diagrams is infinite, and it is not practical to
represent the entire solution diagrammatically.

It is practical, however, to use a diagrammatic form to
represent the simplest term in the series, the Sn

�j�. Diagrams
provide an intuitive yet rigorous method for understanding
the sources that drive the dynamics of a particular Xn

�j�. They
also provide an extremely useful pedagogical tool to build
approximate solutions, and identify their qualitative aspects.
Furthermore, since the sources are those components in the
equations that relate directly to the experimental parameters
for pulses, they allow one to depict an experimental scenario
as well. In particular, different subsets of diagrams are dis-
tinguished as dominant under different excitation conditions
corresponding to pulse sequences and choice of observation
directions. Recalling the relation in Eq. �14�, the branch in-
dices and particle species lying on the two contours at obser-
vation time t are also fixed by the experiment. So a connec-
tion with experiment can be made directly using the
diagrams. In the rest of this section we develop a set of rules
to construct diagrams, which can be applied to either sources
or solutions. Note that we have already encountered a set of
diagrams in the previous sections. Those diagrams are gen-
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eral, but not explicit in the contour branch indices, pulse
sequences, and absorption/emission of the electromagnetic
fields.

In developing the diagrams, we assume that the rotating
wave approximation holds so that we are close to a reso-
nance in the system and the optical cycle is much shorter
than the time scales in which we are interested. The diagrams
are represented on Keldysh contours oriented vertically with
time increasing upwards. The left contour is positive, and the
right is negative, as shown in Fig. 7. We represent the self-
consistent potential, U, by a directed dashed line, where the
line entering the diagram represents the unconjugated field
that is absorbed, and the line leaving the diagram is the con-
jugated field that is emitted by the system. The temporal
location of these lines clearly exhibits the pulse sequence and
time delays. The observed field emitted by the polarization is
shown as a small arrow pointing out of the horizontal line
placed at the observation time. The quasiparticle lines can
either lie on the contours, parallel, or antiparallel to its direc-
tion, or can run from one contour to the other. In either case,
if the arrow points against the contour direction, the field
operators in the expectation value are reversed. They thus
carry factors of density.

We now discuss rules for constructing these diagrams for
the source terms Sn

�j� in the form in which GQ lines terminate
at all external vertices. The Sn

�j;l� may be obtained by remov-
ing the appropriate GQ. Using the integral equations derived
above and the expression Eq. �14� for the density matrix, it
can be verified that admissible diagrams can be drawn via
the following recipe.

�1� Draw the positive and negative contours, and place n
electric-field vertices at desired points on the contour, with
the arrow pointing outwards for fields that are conjugated,
and inwards for the unconjugated fields.

�2� On the contour, mark the points 1 ,2 , . . . , j correspond-
ing to the arguments of Sn

�j� function being represented. Fill
the diagram via the following rules.

�3� Insert a diagram between the contours using either
Fig. 1 to convert the mathematical expression into a diagram,
or directly from the BSE for X�j+n� �Figs. 2 and 4�. Attach the
n external field lines to the diagrams, with a pair of vertices
�other than those in rule 2� for each line. At the electric-field
vertex, a conduction electron should leave and valence elec-
tron enter the vertex if the field line is incoming, and the
opposite if the line is outgoing.

�4� The pair to which an external field line connects must
belong to the same correlation under partial contraction. If a
pulse fully contracts a diagram, i.e., it produces Xn;cv

�1� , then it
is allowed to connect two otherwise separate parts of a dia-
gram. The proof of this rule is in Appendix F.

�5� A correlation function can be connected to rest of the
diagram only via effective interaction or a field line, and up
to only two vertices may be attached to an interaction. This
rule follows by examining Eqs. �C2� and �C3� and noting the
placement of arguments in �G /�U relative to �� /�G.

�6� A completed diagram with all three electric-field lines
attached must not be in a separated form. This is because the
final diagram represents a term in the expansion of single-
particle Green function. The internal vertices are not placed
on the contours but in the space between them.

�7� A diagram containing all three pulses must have a
conduction electron �band index c� arriving at a point on the
positive contour and a valence electron �band index v� de-
parting from a point on the negative contour. The two points
should be at equal real time. Note that this rule is a special-
ization of the formalism to semiconductors excited close to
the gap frequencies.

�8� At this point, a diagram contains exactly one effective
interaction blob since all BSE’s are linear in the effective
interaction. More interactions are placed only when iterating
to build an approximate solution.

This produces a set of diagrams that contain products of
correlation functions, effective interactions, and the self-
consistent field. These diagrams are evaluated, and source
diagrams are distinguished, by the following rules:

�a� For each X�j� connected directly to k instances of U,
write Xk

�j−k�.
�b� For four-, six-, and eight-point blobs, write

I�2��11� ;21��, I�3��11�2� ;21�2��, and I�4��11�2�3� ;21�2�3��,
respectively, as given by Fig. 1.

�c� For each vertex where the field line is entering the
diagram, assign Ucv�k , t�, and for each line leaving Uvc�k , t�
regardless of which contour the vertex lies on. Conserve the
total quasimomentum at the field vertices as a consequence
of the dipole approximation. Again, this rule is also a spe-
cialization to semiconductors excited close to the gap fre-
quencies.

�d� Any vertex that is not on the final observation time,
and not connected to the external fields is an internal vertex
and must be summed over time, branch indices, particle spe-
cies, and momenta.

�e� Some internal summations involving I�j� will be of
the form where both arguments of Xn

�1� are connected to
the same I�j�. To each diagram containing m functions,

(b)(a)

(c) (d)

FIG. 7. �Color online� Pair evolution induced by three pulses,
where the pairs are either uncorrelated �top� or correlated �bottom�.
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Xn1

�1� ,Xn2

�1� , . . .Xnm

�1�, connected to I�j� in this form, associate n
�i=1

m ni, and p j−m. Collect all diagrams that have the
same n and p, and substitute for all of them a single diagram
with I�j� replaced by �In

�p�. It is always possible to do this if
all possible diagrams are constructed with proper counting
such that the diagrams are identical if the I�j� and Xni

�1� iden-
tified above are removed. The reason for this is simple: these
diagrams result from derivatives of I�p�.

�f� Set the remaining correlations to their quasiequilib-
rium values.

�g� If a diagram corresponds to a source term, Sn
�j�, then it

must not have any component that is O�Un�, and its external
vertices must all be connected to XQ

�n� or GQ. The latter can be
ensured by iterating BSE of a correlation function as de-
scribed below Eq. �62�. Remove the GQ line from the contri-
bution to EOM for the corresponding vertex.

�h� Among the remaining XQ
�n�, there will be up to j con-

nected directly to j pulses. Express these as X1
�n−1�.

�i� Using the model for I�j�, substitute the model expres-
sions for �In

�j� as given by Eqs. �52�–�54�.
In a chemical picture, where the focus is on excitons,

biexcitons, and the like, certain correlation functions are
identified with particles of new species. It is often desirable,
and quite simple, to determine whether a diagram is propor-
tional to the density of a particular species using the follow-
ing auxiliary rules:

�a� Any quasiparticle line directed against the contour is
proportional to the density of that quasiparticle species.

�b� For any correlation function, if traveling along the
contour one encounters a creation point before the annihila-
tion point, then either �a� the diagram is proportional to the
density of quasiparticle related to the two points, or �b� if all
constituents of a composite particle species are annihilated
before they are created, the diagram is proportional to the
density of species in question.

We illustrate the conversion of a diagram to a mathemati-
cal expression by discussing some example diagrams. The
construction of source diagrams will be illustrated using a
concrete example in Sec. IV C below.

The diagrams we discuss now are some arbitrarily chosen
contributions to X3;cv

�1� �12� for the case of three pulses a ,b ,c,
and the observation direction corresponding to �a−�b+�c.
Depending on the contour on which the fields are placed,
there are eight combinations. In the DCT formalism, only the
diagrams where the first pulse is placed on the left contrib-
ute, due to the electron-hole vacuum as the ground state; this
is essentially the content of the Axt-Stahl theorem.8 In the
diagrams where the first pulse is on the right the quasiparti-
cle propagators at the first pulse will always be anticontour
ordered, and would thus be given by the removal amplitudes.
Consequently these diagrams contribute only when the qua-
siequilibrium state contains finite quasiparticle densities.

The quasiparticle lines are shown in Figs. 7�a� and 7�b�
for noninteracting electrons. The physical process can be
read off from these diagrams as follows. In the present dis-
cussion, we define the term pair to mean a conduction elec-
tron and valence hole. The first pulse creates a pair, the sec-
ond annihilates, and the third creates a pair again. Due to the
full connectedness of the diagram, this occurs at the same

quasimomentum state, and thus represents coherent driving
of an electron between the valence and conduction bands.
Since the quasiparticle lines are all parallel to the contour,
the resulting amplitude is proportional to vacancy of the
electron states. In Fig. 7�b�, the first pulse is placed on the
negative contour, and thus the quasiparticle lines leaving this
vertex are anticontour ordered. The result is a diagram pro-
portional to the occupation of electrons. In the solution to the
Schrödinger equation, the two diagrams add to form a con-
tribution proportional to the Pauli blocking factor, fv− fc. For
pulses of finite width, a summation must be performed for
different locations of the field lines. In the case of nonover-
lapping pulses, the structure of the diagram does not change,
and thus only quantitative changes occur. The result is then
an expression of the form

� �
j=1,4

d� je
−i��1−�4�tUcv�k,�1 − �2�Ucv�k,�3 − �4�

	Uvc�k,�3 − �2�AQ;cc�k
�1�AQ;vv�− k
− �2�AQ;cc�k
�3�

	AQ;hh�− k
− �4��1 − nF��1���1 − nF��3��

	�1 − nF�− �2���1 − nF�− �4�� .

Here the functions AQ; are spectral functions for electrons
in band , and nF is the Fermi distribution function. If pulses
are significantly overlapping, then new diagrams would re-
sult when the order of field lines changes.

Next we consider the same two diagrams when the Cou-
lomb interaction is present. Figures 7�c� and 7�d� show the
case where correlated pairs are generated, but they evolve
independently from each other. This diagram would be
needed to describe an ideal gas of excitons generated via
optical excitation. Note that in both correlation boxes, the
vertices connected to the fields occur first. These correlation
functions treat the exciton as elementary,17,18,23 and corre-
spond to the exchange-correlation part of �av

†acac
†av�, where

the pair creation is placed to the right of pair annihilation.24

Similarly, placing the first pulse on the negative contour, as
shown in the right-hand side figure, corresponds to the
exchange-correlation part of �ac

†avav
†ac�. On the other hand,

placing the second pulse on the positive contour brings the
composite nature of the exciton into the process, see Fig. 8.
This is so because the third pulse produces a correlated pair
that propagates into a state from which the second pulse had
removed an electron, but not the valence hole. It can be
verified, using a formal expansion over exact eigenstates,
that this correlation function is indeed described by a subset
of states in the N−1 electron Hilbert space of the N-electron
system. A symmetrical contribution comes from the states in
the N+1-electron Hilbert space that results if the second
pulse had annihilated a valence hole instead of an electron
from a pair. On the other hand, if the outgoing field is the last
pulse, then it is easily shown that only the correlation func-
tions of the type �av

†acac
†av� and �ac

†avav
†ac� are involved.

The diagrams introduced above are for two-point correla-
tion functions at O�U3�. We now briefly discuss some dia-
grams for four-point functions that are O�U2�. Diagrams of
this kind are central to the study of multiparticle correlations,
and they contribute to the source term S2

�2��14;23� of Eq.
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�102�. With the choice of band and Keldysh indices, many
different topologies are possible for S2

�2��14;23�, of which
two are shown in Figs. 9 and 10. Figure 9 shows diagrams
with one pulse on each side of the contour. Heuristically
speaking, it thus affects both the “bra” and “ket” side of the
correlation functions, and leads to coherences among two-
particle excited states. In contrast, the diagrams in Fig. 10
contain both pulses on the same side, and they therefore
generate coherence between the ground state and a multipar-
ticle excited state—a biexciton state in this case.

In Fig. 9 we show two diagrams contributing to S2;cvvc
�2� ,

which under appropriate excitation frequencies generate Ra-
man coherence between exciton states. The diagram 9�a�
couples X1;v;�c

�2� on the “bra” side of the exciton correlation,
and directly to the self-consistent field U on the “ket” side,
where the interaction blob is taken at quasiequilibrium. Thus
this diagram corresponds to the second term of Eq. �102�.
The diagram 9�a� couples the second pulse to effective inter-
action, which generates �I1

�2�, and corresponds to the second
last term of Eq. �102�. It can be verified that the first term of
Eq. �102� does not contribute to S2;cvvc

�2� in the absence of
interband coherence in the quasiequilibrium state. We will
discuss these diagrams and their behavior at length in II.

We now turn to Fig. 10, which shows two contributions to
the biexciton source S2;cc;vv

�2� . The coherence between a biex-
citon state and the ground state is a four-point function, a
biexciton amplitude, which is described by the correlation
function Xcc;vv

�2� . The amplitude is given by creation of two
conduction electrons and two valence holes, as expected for
a coherence between two excitons and the ground state. Its
source term is also given by Eq. �102�, but where in contrast
to Raman coherence, the first term is now a leading order
term �shown in Fig. 10�a��. The term containing X1

�2� is
shown in Fig. 10�b�, where the effective interaction blob is
IQvv;cc

�2� . These diagrams can be used to build a fully many-
body description of the optical generation of biexcitons as a
function of pulse parameters, as well as the quasiequilibrium
state. Thus we see that the contour diagrams are a useful
bookkeeping device that help us understand the relationship
of various correlation functions to the pulse sequences and
time delays, which constitute experimental input.

C. Signal and two-dimensional spectrum

In this section we discuss the third-order source term,
which directly drives the detected signal. We also identify
the two-dimensional Fourier spectrum which follows from
this signal and can be compared with the one obtained ex-
perimentally. The source term is discussed by making several
simplifying approximations as our goal is illustration. The
calculation of first- and second-order correlations that con-
tribute to this source will be taken up in II, and they are
assumed to be known here.

We let the function �cv�k , t1� in Eq. �104� be

�cv�k,t� = uke−i�t��t − td���1�2
, �106�

where uk is a complex number, and the delta function is an
idealization of a pulse with temporal width smaller than the
time scale of the dynamics. From Eq. �100�, the source driv-
ing the correlation X3

�1��12� in its first time argument is

S3;cv
�1� �12� = GQ�11��U2

�1��1�1��GQ�1�2��U1
�1��2�2��GQ�2�2�

+ GQ�11��U1
�1��1�1��GQ�1�2��U2

�1��2�2��GQ�2�2�

+ GQ�11��U1
�1��1�1��GQ�1�3��U1

�1�

	�3�3��GQ�3�2��U1
�1��2�2��GQ�2�2� , �107�

where Un
�1�, given by Eq. �98�, include the self-energy cor-

rections to Ucv beyond Hartree. As expected, the source term
contains correlations of the first and second order, and ac-

(b)(a)

FIG. 10. �Color online� Diagrams contributing to biexciton am-
plitude S2cc;vv

�2� �14;23�.

FIG. 8. �Color online� Correlated pair evolution induced by
three pulses. The third pulse sees the composite nature of excitons.

(b)(a)

FIG. 9. �Color online� Diagrams for S2cvvc
�2� �14;23�, which lead

to Raman coherence between two exciton states.
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counts for their interference via quasiparticle propagation be-
tween them. This source term has two distinct types of con-
tributions. The first two terms originate from the two-particle
correlations arising from �any� two of the pulses, which are
linked to the electron-hole correlation from the third pulse by
a quasiparticle. That is, the two types of correlations �each of
order lower than three� interfere within the phase breaking
time of the electron gas. In terms of the BSE of Fig. 4�b�,
these terms are a sum of all those terms on the right hand
side that contain a X�3� block. The third term arises from the
rest of the two diagrams on the RHS, which contain products
of only four-point functions. This term describes the interfer-
ence of independent single-particle correlations due to the
three pulses. The functions GQ account for propagation as
well as memory effects if there is also a time delay between
the pulses.

By removing GQ�11�� or GQ�2�2� from Eq. �107� we ob-
tain the source term for the differential Eq. �68�. In general,
the dynamical evolution of X3;cvk

�1�+−�12� must be taken fully
into account so as to treat the correlations of each individual
pulse on an equal footing. However, X3;cvk

�1�+−�12� is driven also
by the exciton-coherence, unlike the interband polarizations
of the first two pulses. Our second paper is devoted to a
calculation demonstrating that, under experimentally rel-
evant conditions, the contribution of exciton coherence can
last much longer than the interband coherence. In such cases,
the dynamical evolution of X3

�1� has the overall effect of con-
volving a sharp response function with the above source
term. Neglecting all couplings other than the self-coupling,
�Q�11��X3;cv

�1� �1�2�, which restores the removed GQ, an ap-
proximation for the solution is given by the integrated source
term. Further corrections can be made on the diagram by
allowing interactions between the external vertices 1, and 2.
Thus, as alluded to in the previous section, the source dia-
grams can be used to solve the equations directly. We will
see a specific example below.

Figure 11 shows two different contributions to S3;cv
�1� . The

diagrams show an identical four-point correlation formed by

the first two pulses as indicated by the inner-most dashed
box. The shaded ellipse in both diagrams stands for a sum of
different interaction blobs as identified below. However, the
diagrams differ entirely in terms of what it is with which the
third pulse interacts. In diagram 11�a� the third pulse inter-
acts with a fully correlated second-order source U2

�1�. The
line GQvv

+− directed into the pulse accounts for the effect of
hole lifetime in linking this source across a time delay to the
pulse. By comparing with Eq. �107�, and considering also the
case when the interaction blob is absent, the reader may eas-
ily verify that this diagram originates from the last two
terms. As shown on the diagram, the part of the diagram
other than the factor GQ;cc and Ucv from the third pulse may
be replaced by X2;vv

�1� , or the field-induced hole population.
Analogous diagram with X2;cc

�1� also exists and originates from
the first and the last terms of Eq. �107�.

These contributions of diagram 11�a� account for the ef-
fect of Pauli blocking due to the first two pulses on the
driving of the system by the third pulse. This can be seen by
writing the source term for the equal time limit for Xcv

�1��12�.
We write the source term as a function of the time delays, �,
tb, and td as shown in Fig. 11. It is convenient to switch to the
Wigner representation such that a two time function f�t , t�� is

written as f̃��t+ t�� /2, t− t��. Then, letting S�td ,� , tb� represent
S3

�1��12� as a function of the three variables �, tb, and td,

S�td,�,tb� =� dk

4
2 
uk
2�X̃2;vv
�1� �k
td + tb +

�

2
,��

− X̃2;cc
�1� �k
td + tb +

�

2
,− ��	 + SX�td,�,tb� ,

�108�

where t= td+ tb+�, and SX stands for the difference between
Eq. �107� and the first term. Thus the Pauli blocking term
will map to excitations of the conduction and valence-band
populations, and the Fourier transform of this function,

(b)(a)

FIG. 11. �Color online� Diagrams for X3;cv
+− �tt�. Intermediate state �before last pulse arrives� is a hole population on the left and exciton

on the right and—both these are resonant only at second order in the field in a perturbation expansion.
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�td ,��→ �� ,��, will naturally contain peaks at �0,�vvk�, and
�0,−�cck�.

Diagram 11�b� contains contributions from entirely differ-
ent ways of assigning pulses to U j

�2� depending on the details
of effective interaction, and leads to richer possibilities. If
the interaction is such that a continuous chain of quasiparti-
cle lines links all three pulses, then this diagram corresponds
to the third term Eq. �107�. The topology is then like diagram
11�a� and a contribution exists without the interaction as
well. When such a continuous chain does not exist, then the
diagram corresponds to the first two terms Eq. �107�, but
now the source U2

�1� is formed by the first and third pulse. It
interacts with the fully correlated source U1

�2� of the second
pulse. The interaction in the latter case is not optional, as it is
in diagram 11�a�, because its absence would result in a sepa-
rated form in violation of Rule 6 above. Depending on the
topology inside blob, its connection to the first two pulses
contributes either a �I2

�2� or the products GQX1
�1��I1

�2�PQ, and
GQX1

�1��IQ
�2�

X1
�2�. All these terms also follow if one performs a

formal expansion of Eq. �25� up to second order in the field
by making substitutions as in Eq. �34�, and in strict applica-
tion of the formalism they are an application of Rule �e� in
the previous section.

As noted above, the resulting expression for the diagram
would normally be substituted in the differential equations
but it is reasonable to consider an iterative solution instead.
We consider building such an iterative solution to Dyson
equation by starting from this diagram. The Dyson equation
explicitly leads to interactions between the external vertices,
12, and since they correspond to conduction and valence
band, respectively, there will be a contribution from the dia-
grams that form bound exciton states. It is shown in II that
there are no interaction free �i.e., X1;cc

�1� �13�X1;vv
�1� �42�� contri-

butions to this diagram function. From Eq. �25� it then fol-
lows that allowing all possible interactions among the four
vertices would lead to the function X2;cvvc

+−�− �14;23�, where �
=�, and the 3,4 coordinates are coupled into the third pulse.
Thus we obtain the integral form of the excitonic contribu-
tion to the solution X3;cvk

�1� ,

SX�11+� � X2;cvvc
+−−− �14;1+4+�Ucv�44+� . �109�

Note that the equation is exactly in the form of Eq. �23�
when we replace P by X2;cvvc

�2� . Since the third pulse precedes
the measurement time, it follows that X2;cvvc

+−−− �14;1+4+�
=X2;cvvc

+−+− �14;1+4+�, where the latter can be identified with the
exciton correlation �ref. II�. Thus the third pulse beats against
the two-time exciton correlation. Using the Wigner variables

to define a function P̃ via

X2;cvvc
+−+− �12;1+2+� = P̃nm��t1 + t2�/2,t1 − t2�e−i��nt1−�mt2�,

we write the approximate solution, Eq. �109�, as a function
of pulse parameters,

SX�11+� � SX�td,�,tb�

 ������td��
n

�n�k�umP̃nm�td + tb +
�

2
,��

	e−i�nm�td+tb�e−i�n�/2. �110�

In Eq. �110� �� · � is the step function, �n�k� is the wave
function of the exciton state n in momentum space, and um is
the projection of the transition amplitude onto the exciton
state m. Apart from a shift tb, the source S�td ,� , tb� maps

directly to P̃ in this impulse response scheme. Since the
evolution of X3;cv is linear, this direct mapping extends to
that quantity, although convolution with the pulse will make

it difficult to relate X3;cv
�1� and P̃ in a straightforward way. We

let

P̃��,�� = �
0

�

d��
0

+�

dtP̃�t,��ei�t+i��,

which then yields the Fourier transform of the source term,

SX��,�� = �
nm

�n�k�umP̃nm�� − �nm,� −
�

2
−
�n + �m

2
�

	e−i��−�nm�tb. �111�

The shift �nm in the first argument represents the fact that it
is conjugate to the evolution of the correlation function for a
fixed delay. This is also seen from the diagram where td maps
to the time at which the correlation is two particle. The third
pulse directly couples to Pnm from right, and leaves vertices
on the left side of the correlation to evolve freely. The evo-
lution of these vertices along the contour produces the factor
e−i�n� as it evolves. Taking the Fourier transform yields this
frequency shift.

Equation �111� is an approximate solution to X3
�1�, which

is a response to the Maxwell field. The radiated field that is
detected is given by Eqs. �A11�–�A13�, which are written in
terms of the expectation value of the current density. In the
length gauge the current density operator,

J�r,t� =
e�

im
��†�r,t� � ��r,t� − ���†�r,t����r,t�� ,

�112�

can be rewritten in the Heisenberg picture as

J�r,t� = −
ie

�
�†�r,t��H�t�, r̂���r,t� , �113�

due to the commutativity of Coulomb interaction with the
position operator, r̂. The desired expectation value from the
above equation is then

�J� = −
e

�
Tr��H�t�, r̂�G�11+�� , �114�

where we have switched to the Schrödinger picture for op-
erators inside the trace. The O�U3� contribution to the current
density within the two-band model employed here is

�J�3��q,t�� = − e��q − k1 + k2 − k3�

	� dk

4
2 ��cv�k�r̂vc�k�X3;cv
�1� �kt;kt+� + c.c.� ,

�115�

where ki are wave vectors of the three optical fields. The
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summation in Eq. �115� is essentially given by SX Eq. �111�
apart from the additional factor of kinetic energy of the elec-
tron and hole. This expression is substituted into Eq. �A11�
to obtain the TDFS signal in the far field.

V. CONCLUSION

We have developed a framework suitable for applications
to multipulse optical excitations of semiconductors based on
nonequilibrium Green functions. In particular, it specifically
addresses multidimensional Fourier spectroscopy experi-
ments. A calculation begins with a model of the many-body
system in a quasiequilibrium state, where the important qua-
siparticle species and the scattering processes are taken into
account by vertex corrections to the self-energy. The formal-
ism then applies functional differentiation to determine
variations in the single-particle Green function up to third
order, by computing the respective variations in self-energy.

This straightforward and physically motivated method re-
quires a sufficiently complex machinery to be stated in an
explicit form. We have discussed the challenges posed by the
hierarchy of many-body correlation functions, and the form
in which it appears in the current context. A possible trunca-
tion method was discussed and applied; it is analogous to the
use of noninteracting two-particle correlation functions in the
GW approximation. However, the truncation used here is a
self-consistent solution for up to n-order correlation func-
tions that includes the effects of all scattering channels in-
volving n particles. This allows for a consistent treatment of
decoherence processes, since all scattering processes at a
given level of scattering are present by construction. Al-
though we did not discuss the general treatment of this ex-
plicitly, we showed the explicit dynamical maps for up to
four-point functions. This already includes decoherence ef-
fects of all two-particle interactions on, for instance, the ex-
citon and biexciton correlation functions. These general
equations, when specialized to particular cases, produce ef-
fective models that are appropriate to study decoherence by
way of many-body correlation functions. A first set of calcu-
lations of these effects is presented in the accompanying
publication �II�.

The basic structure of the formalism consists of a set of
dynamical variables that are deviations of correlation func-
tions of the quasiequilibrium state. These deviations then
evolve according to linear dynamical maps, which form one
part of driven differential equations. The dynamical maps are
given by kernels, which correspond to correlation functions
and screened interactions of the quasiequilibrium. Thus a
consistent way of including necessary resummations is built
into the formalism.

The second part of these equations are the source terms,
the simplest of which is just the optical field. At a given
order in the field, deviations of all lower orders combine to
form local field corrections to this source term, and eventu-
ally form the only link between the observed signal and mul-
tiparticle states in the system. We have identified and dis-
cussed the physical interpretation of these terms.

The source terms are also conveniently described by dia-
grams on the Keldysh contour, which turn out to be a natural

extension of the double-sided Feynman diagrams used in
more phenomenological treatments. While keeping the same
bookkeeping of optical excitations, they allow for a descrip-
tion of the interaction processes as well. Their characteriza-
tion of source terms is completed by a set of rules that trans-
late a diagram to a mathematical expression for a source, and
vice versa. The arrangement of three pulses, and physical
parameters of the quasiequilibrium state such as densities,
temperatures, and chemical potentials, can then be combined
to identify the dominant sources. By the same token, they
can be used to identify appropriate pulse sequences for sup-
pressing or enhancing certain superpositions. We mentioned
only simple examples of this, as the detailed investigation
must be done case by case.

The full solution to the above set of equations is not nu-
merically feasible at present. However, the purpose of this
framework is to act as a starting point to model a particular
experimental situation, with a solvable approximation to the
multiparticle correlation functions. Within simple parametri-
zation of the screened interaction, which is a reasonable ex-
pansion parameter as opposed to the bare interaction, the
kernels of the dynamical maps can be constructed approxi-
mately. We show in II that it leads to a two-time generaliza-
tion of a Lindblad map for exciton correlations, where the
kernel to the lowest order is proportional to interaction and
density-density correlation of the quasiequilibrium state.

The class of problems where this method is the most ap-
propriate is optically induced dynamics of a multiparticle
system that contains finite density of quasiparticles. Thus
within the field of semiconductor optics, doped �optically or
impurity� quantum wells constitute an obvious system for
testing this theory. Here the decoherence phenomenon occurs
in a new regime, where system and bath particles are indis-
tinguishable. The framework is also a valuable background
against which to develop phenomenological models, and
provides a firm grounding of these models in a microscopic
description.
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APPENDIX A: ELECTRODYNAMICS

If we take Fourier transforms with respect to both time
and the x and y coordinates, writing for example

Ed�r,t� =� d�

2

Ed�r,��e−i�t,

where

Ed�r,�� =� dk

�2
�2Ed�k,z;��eik·R

with k= �kx ,ky� and R= �x ,y�, we have
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Ed�k,z;�� = i�−1� G�k,z − z�;���J�k,z�;���dz�,

�A1�

where

G�k,z − z�;�� =
i�̃2

2�0w
��z − z���ŝŝ + p̂+p̂+�eiw�z−z��

+
i�̃2

2�0w
��z� − z��ŝŝ + p̂−p̂−�

	e−iw�z−z�� −
ẑẑ

�0�
��z − z�� , �A2�

with �0 the permittivity of free space, �̃=� /c, w=��̃2�−k2

�Im w�0, with Re w�0 if Im w=0�, where k= 
k
 ,��z� is
the step function ���z�=0 or 1 as z�0 or z�0� and the unit
vectors ŝ and p̂� are given by

ŝ  k̂	 ẑ ,

p̂� 
kẑ� wk̂

�̃��
,

where k̂=k /k. This follows directly from the solution of the
Maxwell equations.25 Far from the source but within the
semiconductor, say for z�0, if we fix r̂ and let r→� we
find,

Ed�r̂r,�� �
i�0�

4


ei�̃��r

r
� ·� �J�ko,z�;���dz� �A3�

where �0 is the permeability of free space, ko= �̃���r̂
− ẑ�ẑ · r̂��, and �= �ŝŝ+ p̂+p̂+� evaluated at k=ko.26 Alterna-
tively, if the quantum well is close to a semiconductor inter-
face with air or another material, the Fresnel coefficients can
be applied to the s- and p-polarized components of the field
Eq. �A1� to find the field outside the semiconductor, and then
a corresponding asymptotic result can be deduced. Hence
once �J�r , t�� is determined the radiation signal is easily
found. We address the problem of calculating �J�r , t�� from a
many-body framework using nonequilibrium Green func-
tions.

In the absence of any perturbing field, the standard Hamil-
tonian of many-body physics is Eq. �2� with Anom�t�=0. The
simplest way to generalize that Hamiltonian to include the
effect of an incident field Einc�r , t� on the system, when that
incident field is treated classically, is to describe the field by
potentials and include them as time dependent terms in the
Hamiltonian. Since we are dealing with pulses of light, the
simplest gauge is the so-called radiation gauge, where no
scalar potential is introduced for Einc�r , t� but we write sim-
ply Einc�r , t�=−�Ainc�r , t� /�t, describing both magnetic and
electric fields in terms of only a vector potential. The inclu-
sion of this vector potential in the Hamiltonian leads to

H�t� =
1

2m
� ���

i
� − eAinc�r,t����r�	†

	���
i

� − eAinc�r,t����r�	dr

+� v0�r��†�r���r�dr

+� �†�r��†�r��v�r − r����r����r�drdr�. �A4�

In describing the response to the incident field, however, it
would be worrying to neglect the transverse component of
the field due to the electrons, even if that component can be
neglected in equilibrium calculations. One reason is that,
since the incident field is a transverse field, it would seem
natural to take into account the transverse field from the
driven charge-current densities themselves. A second reason
is more specific: It is through the interaction of the charge-
current density with its own transverse field �the so-called
“radiation reaction”� that the system responds to the fact that
it is radiating energy to infinity.27 Hence taking into account
the effects of the transverse field of the charge-current den-
sities on those densities themselves is essential for maintain-
ing energy conservation.

At the level of the semiclassical description used here, the
field radiated to infinity follows from the expectation value
of the current density �A1�. Thus in calculating the dynamics
of the charge-current densities it is appropriate to include the
expectation value of the transverse field generated by the
charge-current densities as an additional driving field,

ET�k,z;�� = i�−1� GT�k,z − z�;���J�k,z�;��� ,

where

GT�k,z;�� = G�k,z;�� − GL�k,z;�� , �A5�

with GL�k ,z ;��=lim�̃/k→0 G�k ,z ;��. Again using the radia-
tion gauge by writing ET�r , t�=−�AT�r , t� /�t, we introduce
an effective vector potential

Aef f�r,t� = Ainc�r,t� + AT�r,t� , �A6�

and take as our time-dependent Hamiltonian

H�t� =
1

2m
� ���

i
� − eAef f�r,t����r�	†

	���
i

� − eAef f�r,t����r�	dr +� v0�r��†�r���r�dr

+� �†�r��†�r��v�r − r����r����r�drdr�. �A7�

The strategy is to use the Hamiltonian �A7� to solve for
���r , t�� and �J�r , t�� in terms of Aef f�r , t�; then using Eq.
�A6� and writing AT�r , t� in terms of �J�r , t��, one can in
principle find ���r , t�� and �J�r , t�� self-consistently in terms
of Ainc�r , t� and hence in terms of Einc�r , t�. Using Eq. �A1�
the signal field generated is then identified.

KULJIT S. VIRK AND J. E. SIPE PHYSICAL REVIEW B 80, 165318 �2009�

165318-24



In practice the problem simplifies because of the different
length scales involved. The variation of Einc�r , t� �and thus
Ainc�r , t�� is on the order of the wavelength of light �, which
is much greater than the thickness of the quantum well, typi-
cal exciton radii, and of course the lattice constant a. To
identify the length scale over which ET�r , t� varies, note that
the expectation value �J�k ,z ;��� will have k components
with k on the order of �−1 and on the order of a−1 �−1. For
large k / �̃ the transverse component of the electric field be-
comes negligible, as can be seen from evaluating the terms in
Eq. �A5�; and in any case the large transverse components
k�a−1 �̃�� lead to evanescent fields that do not carry en-
ergy to infinity, and hence are not responsible for radiation
reaction and not of primary interest. Thus we need only con-
sider components k��−1, and for such components we find

GT�k,z − z�;�� � GT�k;��


i

2�0
� �̃2

w
ŝŝ + � k2

�w
+

ik

�
�ẑẑ

+ �w − ik

�
�k̂k̂	 for 
z − z�
! � .

�A8�

from Eq. �A5�. So ET�r , t�, like Einc�r , t�, is essentially uni-
form over the quantum well and varies slowly, over a range
on the order of �, as x and y vary.

This range is larger than the typical exciton radii that will
characterize the correlation lengths of the electron field op-
erators. This suggests the following strategy: �a� To deter-
mine the response in the neighborhood of each �xoyo�, re-
place Eef f�r , t� and hence Aef f�r , t� by a nominal uniform
effective field and potential Enom�t� and Anom�t�, but with
values equal to the actual Eef f�xo ,yo ,0 , t� and
Aef f�xo ,yo ,0 , t�, and then �b� solve for the ���r , t�� and
�J�r , t�� that follow from the Hamiltonian �2�, and call them
��o�r , t�� and �Jo�r , t��. As functions of x and y these will be
uniform except for variations on the order of the lattice con-
stant. We denote the components that are uniform over x and
y by ��̄�r , t�� and �J�r , t��; they are functionals of Anom�t� and
hence of Enom�t�,

��̄�r,t�� = F��Enom�t�� ,

�J�r,t�� = FJ�Enom�t�� .

�c� Finally, adopting these expressions as a good character-
ization of the actual response of the system in the neighbor-
hood of each �xoyo�, we take

��̄ef f�r,t�� = F��Eef f�x,y,0,t�� ,

�Jef f�r,t�� = FJ�Eef f�x,y,0,t�� , �A9�

where ��̄ef f�r , t�� and �Jef f�r , t�� denote the actual ���r , t��
and �J�r , t��, within our approximations, when averaged in
the xy plane over distances on the order of the lattice con-
stant. This allows for ��̄ef f�r , t�� and �Jef f�r , t�� to adiabati-
cally follow the slow variation of the effective field as it

varies of distances on the order of � in the plane of the
quantum well.

The averaging involved in constructing ��̄ef f�k ,z ;��� and
�Jef f�k ,z ;��� means that there will be components k in
���k ,z ;��� and �J�k ,z ;��� that will be lost in ��̄�k ,z ;���
and �J�k ,z ;���. But since those components will have k
�a−1 they will not contribute to the signal field that can
propagate to infinity, and in place of Eqs. �A1� and �A3� we
can write, respectively

Ed�k,z;�� = i�−1� G�k,z − z�;���Jef f�k,z�;���dz�

�A10�

and

Ed�r̂r,�� �
i�0�

4


ei�̃��r

r
� ·� �Jef f�ko,z�;���dz�

�A11�

for evaluating the signal field away from the quantum well.
Note that even a few lattice spacings away from the quantum
well Eq. �A10� will essentially agree with Eq. �A1�. In Eq.
�A9� we put

Eef f�x,y,0,t� = Einc�x,y,0,t� + ET�x,y,0,t� , �A12�

�cf. Eq. �A6��, and using Eq. �A8� we have

ET�k,0;�� = i�−1GT�k;�� · J�k;�� , �A13�

where

J�k;�� =� �Jef f�k,z�;���dz�.

Since ET�k ,0 ;�� in fact only involves the total integral over
z of �Jef f�k ,z ;���, the consistent solution of Eqs. �A9�,
�A12�, and �A13� is feasible, at least within a perturbation
scheme.

This approach can be generalized to deal with multiwell
structures, if effects such as Coulomb drag are neglected.
That is, while fully taking into account the many-body ef-
fects within each well, we assume that we can treat the in-
teraction between wells at the mean field level, for both the
longitudinal and transverse components of the electromag-
netic field. Then, if the wells are all identical with their cen-
ters located by zm, we take

��̄ef f�x,y,z + zm,t�� = F��Eef f�x,y,zm,t�� ,

�Jef f�x,y,z + zm,t�� = FJ�Eef f�x,y,zm,t�� , �A14�

where F� and FJ are the functionals introduced above for a
single quantum well �cf. Eq. �A9��; the effective field at each
well is then

Eef f�x,y,zm,t� = Einc�x,y,zm,t� + Ewells�x,y,zm,t�
�A15�

�cf. Eq. �A12��, where now
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Ewells�k,zm;�� = i�−1GT�k;�� · Jm�k;��

+ i�−1 �
m��m

G�k,zm − zm�;�� · Jm��k;�� ,

�A16�

�cf. Eq. �A13�� with

Jm�k;�� = �
well m

�Jef f�k,z�;���dz�. �A17�

The full G appears in Eq. �A16� for m��m because it carries
both the transverse and the longitudinal field from well m�
and the position of well m. The integral originally appearing
in Eq. �A1� has been replaced by the sum in Eq. �A16� be-
cause, except for the Dirac delta function term in Eq. �A2�
that does not contribute if z and z� are in different wells,
G�k ,z−z� ;�� varies slowly as z and z� vary over a quantum
well for the k��−1 that appear. This also allows us to write
our signal field as

Ed�k,z;�� = i�−1�
m

G�k,z − zm;�� · Jm�k;�� �A18�

for planes z at least a few lattice constants away from any
quantum well.

Equations �A14�–�A18� allow us to determine the signal
field and its dependence on the incident field Einc�r , t� in a
TDFS experiment once the functionals F� and FJ are iden-
tified. That identification is the main task of the text of this
paper.

APPENDIX B: EFFECTIVE TWO-PARTICLE
INTERACTION: DETAILS

An explicit expression for I�2� follows from the functional
derivative of Eq. �31� with respect to G, yielding

I�2��14;23� = i� W�15;5�3���45�;25�

+ i� �W�15;5�6�
�G�34�

G�11����1�6;25�

+ i� W�15;5�6�G�61��
���1�6;25�
�G�34�

.

From the formal solution of Eq. �27� we find

�W�14;23�
�G�3�4��

= − iW�15;63�
�P�68;57�
�G�3�4��

W�74;28�

= − iW�15;63��G�5�5���68;5�7� + G�66����6�8;57��W�74;28� − iW�15;63����68;57��G�7�7�

+ ��68�;57�G�8�8��W�74;28� − iW�15;63��G�5�5�G�66��
�T�6�8�;5�7��
�G�3�4��

G�7�7�G�8�8��W�74;28� ,

and substituting this in the equation for I�2� yields

I�2��14;23� = i� W�15;5�1����1�5�;25� + i� W�14;61��G�11��G�66��T�1�6�;23� + i� W�15;31��G�11��G�5�5�T�1�4;25��

+� W�15̃;61���G�5̃�5̃���68;5̃�7� + G�66����6�8;5̃7��W�75;5�8�G�1�1����1�5�;25�

+� W�15̃;61�����68;5̃7��G�7�7� + ��68�; 5̃7�G�8�8��W�75;5�8�G�1�1����1�5�;25�

+� W�15̃;61���G�5̃�5̃�G�66��
�T�6�8�; 5̃�7��
�G�3�4��

G�7�7�G�8�8��W�75;5�8�G�1�1����1�5�;25�

+ i� W�15;61��G�11��G�5�5�G�66��
�T�1�6�;25��
�G�34�

.

The equation is understood most clearly in the form of diagrams shown in Section II B.
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APPENDIX C: DERIVATION OF INTEGRAL BETHE-
SALPETER EQUATIONS

We start with the Dyson equation

G = G0 + G0�̃G ,

�̃ UQ + U + � .

Using the identity �G=−G�G−1G, where G−1=G0
−1− �̃, the

three functional derivatives of G follow:

X�2��1a�;2a� =
�G�12�
�Uaa�

= G�11��
��̃�1�2��
�Uaa�

G�2�2�

�C1�

X�3��1b�a�;2ba�

=
�

�Ubb�

�G�12�
�Uaa�

= ��G�11��
�Ubb�

G�2�2� + G�11��
�G�2�2�
�Ubb�

	��̃�1�2��
�Uaa�

+ G�11��G�2�2�
�2�̃�1�2��
�Ubb��Uaa�

, �C2�

X�4��1c�b�a�;2cba�

=
�3G�12�

�Ucc��Ubb��Uaa�

= G�11��G�2�2�
�3�̃�1�2��

�Ucc��Ubb��Uaa�
��G�11��
�Ubb�

�G�2�2�
�Ucc�

+
�G�11��
�Ucc�

�G�2�2�
�Ubb�

	��̃�1�2��
�Uaa�

+ ��G�11��
�Ucc�

G�2�2� + G�11��
�G�2�2�
�Ucc�

	 �2�̃�1�2��
�Ubb��Uaa�

+ ��G�11��
�Ubb�

G�2�2� + G�11��
�G�2�2�
�Ubb�

	 �2�̃�1�2��
�Ucc��Uaa�

+ � �2G�11��
�Ucc��Ubb�

G�2�2� + G�11��
�2G�2�2�
�Ucc��Ubb�

	
	
��̃�1�2��
�Uaa�

. �C3�

Next we obtain expressions for the first three derivatives of
the self-energy,

��̃�12�
�Uaa�

= ��1a���2�a�� +
���12�
�G�34�

�G�34�
�Uaa�

, �C4�

�2�̃�12�
�Ubb��Uaa�

=
���12�
�G�34�

�2G�34�
�Ubb��Uaa�

+
�2��12�

�G�56��G�34�
�G�56�
�Ubb�

�G�34�
�Uaa�

, �C5�

�3�̃�12�
�Ucc��Ubb��Uaa�

=
�3��12�

�G�78��G�56��G�34�
�G�78�
�Ucc�

�G�56�
�Ubb�

�G�34�
�Uaa�

+
���12�
�G�34�

�3G�34�
�Ucc��Ubb��Uaa�

+
�2��12�

�G�56��G�34���G�56�
�Ucc�

�2G�34�
�Ubb��Uaa�

+
�G�34�
�Uaa�

�2G�56�
�Ucc��Ubb�

+
�G�56�
�Ubb�

�2G�34�
�Ucc��Uaa�

	 .

�C6�

These substituted in Eqs. �C1� and �C2� result in equations
written entirely in terms of G and effective interaction con-
structed by removing G from the self-energy graphs. The
effective interaction is defined in Eq. �44�.

APPENDIX D: TRANSFORMING BETWEEN T(j) AND X(j)

In this appendix we derive some useful relations to con-
vert a typical vertex function to correlation functions. The
starting expression is based on Eqs. �22� and �30�, and writ-
ten here schematically,

T = I + I�GG + IGG + IGGIGG + . . .�I = I + IX�2�I .

In effective interactions, this expression is joined by four
lines, either G or connecting to the correlation functions X�j�.
In either case, one can use the vertex function � to explicitly
multiply T by G,

GGTGG = P − GG .

When connected to one or more X�j�, the derivative of T with
respect to G, absorbs the connected correlation in defining
the derivative of T with respect to U via the chain rule. We
need only up to two derivatives in our formalism. They are

�T

�U
= I�3�X�2� + I�3�X�2�X�2�I�2� + I�2�X�2�X�2�I�3� + I�2�X�3�I�2�,

�2T

�U�U
= I�4�X�2�X�2� + I�3�X�3� + I�2�X�3�I�2� + I�2�X�4�I�2�

+ �I�3�X�2�X�2�I�2�� + �I�4�X�2�X�2�X�2�I�2��

+ �I�2�X�2�X�2�X�2�I�4�� + �I�3�X�3�X�2�I�2��

+ �I�3�X�2�X�3�I�2�� ,

where the � · � indicate that the expression is to be symme-
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trized by taking all permutations with I�j� always on the out-
side. The functionals �T /�U and �2T /�U�U generate inte-
gral kernels for X�3� and X�4� in the sense that they are
amputated diagrams of the corresponding correlation func-
tions obtained by cutting correlation functions joined to ef-
fective interactions. To see this write

GG
�T

�U
GG =

�P

�U
− PG − GP − PGTG − GPTG − GGTPG

− GGTGP .

Each of the terms being subtracted are either explicitly un-
connected, or they contain a P joined to a fully connected
four-point function by just one leg. Since P begins at GG,
this again contains an unconnected piece implicitly and is
therefore not fully connected. In this manner all explicitly
and implicitly unconnected diagrams are subtracted and the
remaining six-point function, after amputating, represents the
connected kernel for X�3�.

APPENDIX E: DERIVATION OF EOM FOR Xn
(2)

Here we derive the integral form of the equation of mo-
tion for Xn

�2�, which is converted to differential form in the
text. It is convenient to begin with the BSE Eq. �25�. Sup-
pressing the arguments of all the functions involved, we
write

P = P0 + P0I�2�P ,

where P0=GG is the noninteracting correlation function. We
now substitute P= PQ+Xn

�2�, I�2�= IQ
�2�+�In

�2�, and P0= PQ
0 + Pn

0,
where

Pn
0  �Xn

�1�GQ + GQXn
�1�� .

Using the relationship,

P = GG + GGTGG , �E1�

the BSE now takes the form

Xn
�2� = PQ

0IQ
�2�

Xn
�2� + Pn

0�Q + PQ
0��In

�2�PQ + Sn
�2�,

where ��In
�2� consists only of nth order correlation functions,

and all combinations of correlation functions of order lower
than n in the field are subsumed into the source term, Sn

�2�,
which we write in integral form without the superscript l.
Substituting Eq. �E1� evaluated at quasiequilibrium in the
third term,

Xn
�2� = PQ

0�Q
�2�

Xn
�2� + Pn

0 + �Pn
0IQ

�2� + PQ
0�n�I

�2��PQ
0�Q + Sn

�2�.

The third term in the above equation can be rewritten using
the variation of P0I�2� with only n-order correlation func-
tions. To do this we write PQ

0 = PQ
0 + Pn

0− Pn
0 in the term mul-

tiplying square brackets. Thus

�Pn
0IQ

�2� + PQ
0��In

�2��PQ
0�Q = ���In

�2�r − PQ
0IQ

�2�Pn
0��Q.

On the right-hand side we have introduced the two-particle
reducible interaction

I�2�r�14;23� = P0�12�;21��T�2��1�4�;2�3��P0�3�4;4�3� ,

�E2�

which is diagrammatically the same as I�2� in Fig. 3, but the
extra quasiparticle lines convert each T into P− P0 �see also
Fig. 6�a��. There are also many terms arising from the prod-
ucts of lower order correlation functions, which we will pick
up in the section on sources. These terms describe the con-
tribution of local field corrections to the driving of the de-
viations. We now have the following integral equation with
arguments of the functions restored,

Xn
�2��14;23�

= Pn
0�14;23� + PQ

0�14�;23��IQ
�2��3�2�;4�1��Xn

�2��1�4;2�3�

+ ���In
�2�r�14�;23�� − �PQ

0IQ
�2���12�;21��Pn

0�1�4�;2�3���

	�Q�3�4;4�3� + Sn
�2��14;23� . �E3�

The interpretation of the terms is the same as in the original
equation. The first is the field induced changes in the free-
particle propagation, while the second defines an effective
two-particle potential. The third term represents field-
induced changes in this potential. It consists of two terms,
where the first describes these changes by Xn

�1� and Xn
�2�, and

the second removes those effects due to free-particle propa-
gation that are contained by Xn

�2� but already included by the
first two terms in the equation.

APPENDIX F: DIAGRAM RULE 4

In this section we derive the diagram rules 4 and 5 in Sec.
IV.

Rule 4. From the definition �40� of Xn
�j�,we note that it

corresponds to differentiating X�j� n times with respect to the
external two-point fields. The differentiation converts each
constituent X�i� into X�i+1�, where the two new arguments of
the correlation function occur in pair and belong to the same
function U. Thus each correlation is promoted to X�i+1�, and
then the new pair of arguments is contracted with an external
field line. Since this is done separately for each correlation,
no two separate correlation functions are allowed to be con-
nected to the same U. This can also be interpreted as a rule to
prevent overcounting. Two individual components connected
by a field line form a contribution of the same field order to
a lower particle order correlation function. Therefore they
have been included in the equation for the corresponding
function already.

The exception to this rule for the pulse that fully contracts
a diagram is due to the fact that this contraction corresponds
to lowering of the particle order of correlation, rather than a
deviation in it. This pulse produces a two-point function after
two arguments of the correlation functions evolving to that
point are contracted. It takes Xn

�2�→Xn+1
�1� via the products of

the form Xn
�2��1a ;2a��U�a�a�. From Fig. 4, it becomes clear

that a ,a� can exist on separate correlation functions. The rule
is also equivalent to the statement that U occurs explicitly
only in the equation for G, and is implicit in equations for all
X�2. . .� via G�U�.
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